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Abstract

This thesis lies on the boundary between two fields: formal methods and algorithmic game theory (AGT, for short). We adapt ideas from formal methods in AGT and back. The goal in formal methods is to formally reason about systems. So, the bread and butter of this field is the study of specifications and of ongoing computations. AGT is a rapidly evolving field that takes a computational approach to game theory. One of its subfields on which we focus, studies the stability of different classes of games.

We start by applying the concept of a rich specification in network formation games, which constitute a well studied class of games in AGT. A network is modeled by a directed graph, and each player has a source and target vertex, which she wishes to connect. The strategies of each player are the simple paths connecting her source to the target. Each edge has a cost and the players that use the edge split the cost evenly among them. The players’ objective in the traditional game are reachability.

We study an extension of network formation games in which the edges in the network are labeled by letters from some alphabet and the players’ objectives are given by a regular language over the same alphabet. In particular, the richer objectives are such that the paths selected by the players need not be simple, thus a player may traverse some transitions several times. We refer to this extension as automata formation games. Edge costs are shared by the players with the share being proportional to the number of times the edge is traversed. We study the stability of automata formation games with respect to standard measures in AGT: existence of equilibria, equilibrium efficiency, and we study computational problems for these games.

Network formation games are a special case of cost-sharing games. Our automata formation games give rise to an extension of cost-sharing games in which the players’ strategies consist of multisets of resources rather than sets of resources. We also study multiset congestion games in which a greater load on a resource has a negative effect on cost. We refer to the union of these two games as multiset resource-allocation games, and we analyze the stability of this class of games and compare with the games that it extends.

For the direction from AGT to formal methods, we analyze a problem in formal methods as a resource-allocation game. Synthesis is the automated construction of a system from its specification. In real life, hardware and software systems are rarely constructed from scratch. Rather, a system is typically constructed from a library of components. Lustig and Vardi formalized this intuition and studied a setting in which a designer searches for a design, which is a recipe to glue the components from the library together to form a compositional system. We extend on Lustig and
Vardi’s setting in two directions. We add costs to the components in the library, and we consider a setting in which multiple designers use the same library of components. The cost of a designer’s design is affected by the choices of the other designers. For example, if the components are processors and the cost models running time, then designers would prefer to use processors with lower load in order to increase their system’s performance. A multiset resource allocation game arises from this setting.

We return to the direction from formal methods to AGT. Ongoing games are common in formal methods and we apply ideas from such games to resource-allocation games. We relax two of the main assumptions of these games – the players choose their strategies in one shot and the players move simultaneously. We introduce and study *dynamic resource-allocation games*, which allow the players to choose resources in an iterative and non-concurrent manner. The definitions of our game are similar to the definitions of ongoing games in formal methods, while we ask stability questions that originate from AGT.

Traditional formal methods are Boolean in nature: a system either satisfies its specification or not. On the other hand, game theory is quantitative in nature: each player has a value in an outcome of a game, which she wishes to increase. We join a growing effort in recent years to lift traditional formal methods to reason about quality. The *automata-theoretic* approach uses the theory of automata as a unifying paradigm for system specification and verification. In the quantitative setting, *weighted finite automata* (WFAs, for short) are an important class of automata to model specifications as well as systems. We study several problems for WFAs. The containment problem for WFAs is undecidable while it is a problem of great practical importance. We suggest a heuristic approach to bypass its undecidability that is based on adapting *abstraction* and *simulation*, which are well known in the Boolean setting, to the quantitative setting. Next, we study a setting of partially-specified quantitative systems, which is again well studied in the Boolean setting. We model partial systems as WFAs with missing weights, and we study the problem of completing a partial WFA such that it satisfies some given restrictions. Finally, we introduce and study the problem of replacing nondeterminism in WFAs with probabilistic transitions. We refer to this process as *stochastization* of WFAs, and we study the problem of find a stochastization that does not alter “too much” the weighted language of a given WFA.
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1 Introduction

The goal in formal methods is to formally reason about systems. Either proving formally that a system satisfies its specification, synthesizing a system from a given specification, or reasoning about other aspects of systems. Traditional formal methods are Boolean in nature: a system either satisfies its specification or not. In recent years, there is a growing effort to lift traditional formal methods to reason about quality. So, for example, rather than asking whether the system satisfies the specification, one might ask how well the system satisfies the specification. The origin of the quantitative aspect can be in the system [24], the specification [3, 4], or both [21].

In addition to the questions that arise when lifting Boolean questions to the quantitative setting, other questions arise that may not have been considered at all in the Boolean setting. For example, a specification can assign values to computations. It makes sense to find a system that approximates the specification. Namely, it assigns to every computation a value that is close to the one the specification assigns to it. Such an approximation is less natural in the Boolean setting. We return to approximation in the second part of the thesis.

In the first part of the thesis we focuses on the last type of questions, and in particular, we study such questions on games.

1.1 Game Theory

We start with an example. As we mentioned above, a designer can have a specification that assigns different values to systems. But a system rarely stands on its own. Typically, a designer only designs one component of the system. The different components either interact with each other, or compete for global resources. In the later case, the value given by the specification can be the time it takes for it to run. So, the value is affected by how much competition there is on the resources the system uses. The designers are selfish. They only care about increasing the value of their own component. So, a game arises, which we formalize throughout this section.

Many problems in formal methods are solved using games (c.f., [7]). Typically, the games that are studied are two-player games; one player takes the role of the system and plays against an adversary whose goal is to show that the system is faulty. These games are zero-sum games; the system wins iff it can satisfy the specification no matter how the adversary behaves. Also, many systems under consideration in formal methods are reactive and non-terminating, thus the games are typically ongoing games of infinite duration.
Recall the game that we described between several designers who design components that compete for resources. It has a different flavor to it from the games that are typically studied in formal methods. It is played between several designers, so it is a multi-player game. The systems have values and the goal of the designers is to maximize their system’s value, so the game is not zero-sum. Finally, the game “ends” when the designers choose a system, so it is a “one-round game” rather than ongoing. The question we ask is also different. We are not interested in a “winning strategy” for the system as in formal methods. Rather we want a “stable outcome”: one in which the designers have no incentive to alter their chosen designs. The flavor of this game as well as the questions asked are studied in algorithmic game theory (AGT, for short). AGT is a rapidly growing field [45] that lies in the intersection between several fields including computer science and economics.

We introduce the questions asked in AGT in more detail, while using a running example of network formation games (NFGs, for short) [6], which constitutes a well studied class of games in AGT. A network is modeled by a directed graph, and each player has a source and target vertex, which she wishes to connect. The strategies of each player are the simple paths connecting her source to the target. Each edge has a cost and the players that use the edge, split the cost evenly between them. The game is “one round” in the sense that the players select a path in one shot. A profile is a vector of strategies (paths), one for each player.

We present the classic questions on NFGs. These questions in different variants will accompany us throughout this thesis. (i) Existence of an equilibrium. Recall that players are selfish. So, not all profiles are stable in the sense that players might benefit from changing their strategy. In NFGs and in most games we consider, the notion of stability that is considered is a Nash equilibrium (NE, for short). An NE is a profile in which no player can benefit from a unilateral deviation. We ask whether each instance of the game has a profile of pure strategies that constitutes an NE. (ii) An analysis of equilibrium inefficiency. It is well known that decentralized decision-making may lead to solutions that are sub-optimal from the point of view of society as a whole. The cost of a profile is the sum of players’ costs in it. We quantify the inefficiency incurred due to selfish behavior according to the price of anarchy (PoA) [37] and price of stability (PoS) [6] measures. In both measures we compare the cost of stable profiles against the social optimum profile (SO, for short), which is the cheapest profile and is not necessarily stable. The PoA is the worst-case inefficiency of a Nash equilibrium (that is, the ratio between the cost of the worst NE and the SO). The PoS is the best-case inefficiency of a Nash equilibrium (that is, the cost of a profile is the sum of players’ costs in it. We quantify the inefficiency incurred due to selfish behavior according to the price of anarchy (PoA) [37] and price of stability (PoS) [6] measures. In both measures we compare the cost of stable profiles against the social optimum profile (SO, for short), which is the cheapest profile and is not necessarily stable. The PoA is the worst-case inefficiency of a Nash equilibrium (that is, the ratio between the cost of the worst NE and the SO). The PoS is the best-case inefficiency of a Nash equilibrium (that is,
the ratio between the cost of the best NE and the SO). (iii) We study computational questions that vary slightly according to the game under consideration. First, the best-response problem; given strategies for the players 1, . . . , k − 1, find the optimal strategy for Player k. Second, depending on the answer to question (i), we study the existence of NE or the complexity of finding one. In some cases we also study the complexity of finding the SO.

This thesis lies is the meeting point of formal methods, and in particular quantitative formal methods, with AGT. We present several works that adapt ideas from formal methods in AGT and back.

**Automata formation games** The players’ objectives in NFGs are can be thought of as reachability; a player’s goal is to reach her destination. We extend network-formation games to a setting in which the players have richer objectives. This involves two changes of the underlying setting: First, the edges in the network are labeled by letters from a designated alphabet. For example, the alphabet letters model the security level of an edge or its bandwidth. Second, the objective of each player is specified by a language over this alphabet. Each player has a regular language and she should select a path labeled by a word in her objective language. For example, a player’s language might restrict to paths traversing high security links, or, if the game models a delivery service, a player’s language can require multiple visits to a certain location.

If we view the network as a nondeterministic weighted finite automaton (WFA) $A$, which we discuss in length later on, then the set of strategies for a player with objective $L$ is the set of accepting runs of $A$ on some word in $L$. Accordingly, we refer to our extension as automaton-formation games (AFGs, for short). Unlike traditional NFGs, the runs selected by the players need not be simple, thus a player’s path may traverse some edges several times. Edge costs are still shared by the players, but now the share is split proportionally to the number of times the edge is traversed. This latter issue is the main technical difference between AFGs and NFGs, and as we shall see, it is very significant.

We study questions (i) – (iii) above for AFGs and compare the answers with these in NFGs. The answer for question (i) in NFGs is positive; every NFG is guaranteed to have an NE. In fact, NFGs are potential games, which have an even stronger property; every sequence of improving moves of the players converges to an NE. When the improving moves in the sequence are the best possible, the sequence is often called a best-response dynamics. On the other hand, we show that even very restrictive fragments of AFGs are not guaranteed to have an NE. Recall that the network can be viewed as a WFA $A$. We consider the following classes of WFAs:

1. **all-accepting**, in which all the states of $A$ are accepting, thus its language is
prefix closed (2) uniform costs, in which all edges have the same cost, and (3) single letter, in which $\mathcal{A}$ is over a single-letter alphabet. We consider the following classes of specifications: (1) single word, where the language of each player is a single word, and (2) symmetric, where all players have the same objective. We refer to AFGs that are all-accepting, uniform costs, single letter, and single word as weak AFGs, and we show that weak AFGs are not guaranteed to have an NE. Maybe even more surprising, we show that symmetric instances of AFGs are not guaranteed to have an NE.

Regarding question (ii), of equilibrium inefficiency, we show that while the PoA in AFGs agrees with the one in classical NFGs and is equal to the number of players, the PoS also equals the number of players, again already for the very restricted weak instances. This is in contrast with classical NFGs, where the PoS tends to $\log$ the number of players. We do manage to find structural restrictions on the network with which the social optimum is an NE, thus we have PoS= 1 for these instances.

Finally, we address (iii), namely computational problems on AFGs. We show that for some restricted instances, finding the SO can be done efficiently, while for other restricted instances, the complexity agrees with the NP-completeness of classical NFGs. The best-response problem is NP-complete, while it is in P for NFGs. We show that deciding the existence of NE is $\Sigma^P_2$-complete for AFGs. This problem is not studied for NFGs as they are guaranteed to have an NE.

These results have been described in [14, 13] and in Chapter 2 of the thesis.

**Multiset resource allocation games** NFGs an be viewed as a special case of cost-sharing games (SGs, for short). Such a game is played on a set of resources. A player’s possible strategies is a collection of sets of resources. As in NFGs, each resource has a cost that is split among the player that use it. In the cost-sharing game that corresponds to an NFG, the resources are the edges of the graph and the strategies of a player are the sets of edges that correspond to the simple paths that connect her two vertices.

We view AFGs as cost-sharing games. Again, a strategy that corresponds to a path consists of the edges that the path traverses. Recall that paths in AFGs need not be simple. So, a resource may appear several times in a strategy in the corresponding cost-sharing game, making it a multiset. Thus, AFGs are a special case of multiset cost-sharing games.

Cost-sharing games model settings in which resources have costs, which are split between the players using them. In such cases, the load on the resource, namely the total number it is used, has a positive effect. However, in many settings, the load on the resources has a negative effect. For example, returning to the network game, the network can model a map of roads. A higher load on a road implies a traffic
jam that produces a higher cost for the players using it. We refer to such games as
congestion games (CGs, for short) [49].

Formally, a CG is similar to a cost-sharing game only that instead of resource
costs, each resource \( e \) has a latency function of the form \( \ell_e : \mathbb{N} \to \mathbb{R} \), where \( \ell_e(\gamma) \) is
the cost of a single use of \( e \) when the load on it is \( \gamma \). So, if Player \( i \) uses \( e n_i \) times, she
pays \( n_i \cdot \ell_e(\gamma) \) for \( e \). Cost-sharing games can be thought of as a special case of CGs
in which resource \( e \) has a cost \( c_e \) and the latency function is \( \ell_e(\gamma) = c_e/\gamma \). Note that
if Player \( i \) uses \( e n_i \) times, then she pays \( c_e \cdot n_i/\gamma \), which is the proportional sharing
rule we studied in the previous section. For convenience, we make the distinction
between cost-sharing and congestion games, and refer to their union as resource allocation games (RAGs, for short). We introduce and study multiset RAGs.

Our results in terms of existence of NE and equilibrium inefficiency for AFGs
carry over to multiset cost-sharing games. We study these two questions for multiset congestion games (MCGs, for short). In terms of NE existence, the answer depends
on the latency functions. For affine latency functions, i.e., functions of the form \( a \cdot x + b \), we show good news; affine MCGs are potential games and are guaranteed
to have an NE. On the other hand, already for quadratic latency functions, there
are symmetric instances with no NE. We study the equilibrium inefficiency for affine MCGs. We show that the PoA is \( \PoA = 1 + \phi \), where \( \phi \approx 1.618 \) is the golden ratio,
and the PoS is between 2 and 1.631. Again, much stabler than in cost-sharing games.

In order to put our results in context, we compare our results with these known
for weighted congestion games (WCGs, for short) [42]. These are congestion games
in which each Player \( i \) has a weight \( w_i \in \mathbb{N} \), and his contribution to the load of
the resources she uses as well as her payments are multiplied by \( w_i \). WCGs can be
viewed as a special case of MCGs, where each resource in a strategy for Player \( i \)
repeats \( w_i \) times.

We summarize the comparison between the classes of games in Table 1 below. Our upper bounds for MCGs match the known upper bounds for WCGs. Whenever
our lower bounds match the ones of WCGs, they are given with much simpler
instances.

<table>
<thead>
<tr>
<th>game</th>
<th>( \exists )NE</th>
<th>PoA</th>
<th>PoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Congestion Games</td>
<td>Yes</td>
<td>(2.5[29])</td>
<td>(\approx 1.577[29, 25])</td>
</tr>
<tr>
<td>WCGs</td>
<td>Affine</td>
<td>(1 + \phi[17])</td>
<td>(\approx 1.577 \leq \PoS \leq 2[20])</td>
</tr>
<tr>
<td>MCGs</td>
<td>Affine</td>
<td>(1 + \phi)</td>
<td>(1.631 \leq \PoS \leq 2)</td>
</tr>
</tbody>
</table>

Table 1: A comparison between congestion games, WCGs, and MCGs.

These results have been described in [15] and in Chapter 4 of the thesis.
The results above can be seen as an adaptation of ideas from formal methods to AGT – strategies that are a multiset of resources arise when we transition from a network with reachability objectives to an automaton in which paths need not be simple. Here, we go in the other direction and apply ideas from AGT to formal methods. Specifically, we show an application of MCGs in the problem of synthesis from component libraries, which is a formalization of the game we mentioned in the beginning of the introduction.

A central problem in formal methods is synthesis [47], namely the automated construction of a system from its specification. In real life, hardware and software systems are rarely constructed from scratch. Rather, a system is typically constructed from a library of components by gluing components from a library (allowing multiple uses)[40]. For example, when designing an internet browser, a designer does not implement the TCP protocol but uses existing implementations as black boxes.

We follow the definitions of [40]. A design is a recipe to glue the components together. The components are black boxes, so the design sees only the exit state through which the component completes its computation and relinquishes control. Based on this information, the design decides which component gets control next, and so on. Given a design \( D \) and a library of components \( L \) we can compose the components according to the design to construct the compositional system \( A_{L,D} \), which is a concrete system. The input to the synthesis from components problem is a library \( L \) and a specification \( S \). The goal is to find a design \( D \) such that \( A_{L,D} \) meets the specification \( S \). We then refer to \( D \) as a correct design with respect to \( S \).

We extend on Lustig and Vardi’s setting in two aspects. First, we assume that components have a costs. The cost of a component models its quality and is paid each time the component is used. For example, the cost of a component can be the number of states in the component, so the total cost of design is the number of states in the compositional system. It makes sense to find a cheaper system as this is a
system with less states that is assumed to be simpler. We study the the problem of finding a correct design as well as the problem of finding a cheapest correct design in the closed and open settings. In the closed setting, finding a correct design can be done in polynomial time, and finding a cheapest correct design is NP-complete. In the open setting, the design problem is EXPTIME-complete while finding a cheapest correct design is NEXPTIME-complete.

The public cost is a cost that is affected by the choices of the other designers. For example, it can be the price that needs to be paid in order to design the component. Then, the designers who use the component share this price.

First, in order to capture a wide set of scenarios in practice, we associate with each component in the library two types of costs: a private cost and a public cost. The private cost models quality. It concerns the performance of the component and

We continue to our second extension of Lustig and Vardi’s work. In their work, the library of components can be seen as if it is used by a single user. However, component libraries are typically used by multiple users simultaneously. The quality cost above can be thought of as a private cost. In the setting of multiple users, it makes sense to consider a public cost that is affected by the choices of the users. We assume that each component has a latency function as in RAGs. We distinguish between positive and negative effects for load. In the cost-sharing setting, the users who use a component share the price of constructing the component. On the other hand, and maybe more reasonable is the congestion case. Components can be seen as processors, then a higher load means a decrease in performance.

This setting gives rise to a RAG, which we refer to as a component library game (CLG, for short). A CLG is given by a shared library $\mathcal{L}$ and a specification $S_i$ for each player. The resources in the corresponding RAG are the components. Player $i$’s strategies are the correct designs with respect to $S_i$. Note that a correct design $D_i$ corresponds to a multiset of components, namely these components that the design uses.

We show that our good and bad news in terms of NE existence and equilibrium inefficiency carry over from multiset RAGs to CLGs. We study computational problems for CLGs and we focus on closed systems. Our results for cost-sharing and congestion games coincide. We show that finding a best-response is NP-complete and deciding the existence of NE is $\Sigma^p_2$-complete.

These results have been described in [11, 15] and in Chapters 3 and 4 of the thesis.

**Cost-sharing scheduling games** We study a restrictive class of multiset cost sharing games in which the players’ multiset include a single resource. In this setting, players can be thought of as jobs and resources as machines. Each job
has a set of machines that can process it, and each such machine has a different 
processing time for the job. Each machine has an activation cost that needs to be 
covered by the jobs assigned to it. Jobs assigned to a particular machine share its 
cost proportionally to the load they generate.

Again, we study the three questions above. We study both unilateral and coordi-
nated deviations, distinguishing between instance having unit or arbitrary machine-
activation costs. Our results are detailed in Table 2, where $k$ is the number of jobs 
and $m$ is the number of machines.

<table>
<thead>
<tr>
<th>Activation costs</th>
<th>Processing times</th>
<th>Pure Nash Equilibrium</th>
<th>Strong Equilibrium</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\exists$</td>
<td>PoA</td>
</tr>
<tr>
<td>Unit</td>
<td>arbitrary</td>
<td>yes</td>
<td>$\min{m, k}$</td>
</tr>
<tr>
<td></td>
<td>machine-indp.</td>
<td>yes</td>
<td>$\min{m, k}$</td>
</tr>
<tr>
<td>Arbitrary</td>
<td>arbitrary</td>
<td>no‡</td>
<td>$k$</td>
</tr>
<tr>
<td></td>
<td>machine-indp.</td>
<td>yes</td>
<td>$k^*$</td>
</tr>
</tbody>
</table>

Table 2: Summary of our results. (‡) Deciding whether a PNE exists is NP-complete. 
(‡) Adopted to our model from [6]. ($^S$) Extension of [51].

These results have been described in [16] and do not appear in the thesis due to 
lack of space.

**Dynamic resource allocation games** A key feature of RAGs is that the players 
choose their strategies in one shot and concurrently. That is, a strategy for a player 
is a subset of the resources – chosen as a whole, and the players choose their strategies 
simultaneously. In many settings, however, resource sharing proceeds in a different 
way. First, in many settings, the choices of the players are made resource by resource 
as the game evolves. For example, when the network in an NFG models a map of 
roads and players are drivers choosing routes, it makes sense to allow each driver 
not to commit to a full route in the beginning of the game but rather to choose one 
road (edge) at each junction (vertex), gradually composing the full route according 
to the congestion observed. Second, in many settings, the choices of the players 
are not made concurrently. We describe an example of such a setting, which is 
inspired by [36]. We return to the example in which a network models a map of 
roads. Driving on a road takes time. Assume it takes a duration of one unit of 
time to complete an edge. Also, assume the players start driving on their paths at 
different times in $[0, 1]$. So, the players who start at time $t$ will choose edges at times 
$t + 1, t + 2, \ldots$ Specifically, the set of players that start driving at time $t$ choose 
concurrently. Moreover, they are aware of the choices of players that started driving 
at every time $t' \neq t$. With respect to these players, their choices are sequential.
We introduce and study dynamic resource allocation games, which allow the players to choose resources in an iterative and non-concurrent manner. A dynamic RAG is given by a pair $\mathcal{G} = (G, \nu)$, where $G$ is a $k$-player RAG and $\nu : \{1, \ldots, k\} \to \{1, \ldots, k\}$ is a scheduler. A dynamic RAG proceeds in phases. In each phase, each player chooses one resource. A phase is partitioned into turns, and the scheduler dictates which players proceed in each turn. Formally, Player $i$ moves at turn $j$ if $\nu(i) = j$. Note that the scheduler may assign the same turn to several players, in which case they choose a resource simultaneously in a phase. Once all turns have been taken, a phase is concluded and a new phase begins. There are two “extreme” schedulers: (1) A sequential scheduler assigns different turns to all players, i.e., $\nu$ is a permutation, reflecting the fact that the players make their choices sequentially, one player in each turn. (2) A concurrent scheduler assigns the same turn to all the players; i.e., $\nu(i) = 1$ for all $i \in \{1, \ldots, k\}$, reflecting the fact that all players proceed concurrently in the first (and only) turn in each phase. A strategy for a player in a dynamic RAG maps the history of choices made by the players so far (that is, the choices of all players in earlier phases as well as the choices of players that proceed in earlier turns in the current phase) and returns his next choice. A player finishes playing once the resources he has chosen satisfy the objective. The game terminates once all players finish playing. A strategy profile in the game is a vector of strategies – one for each player. The outcome of a profile is an assignment of a set of resources to each player. The cost of each players in a profile is induced by the costs of the resources in his set, which depends on their load and latency functions as in usual RAG.

We adjust the questions we asked on RAGs to the dynamic setting. We start with existence of equilibrium. We note that while the definition of NE applies to all games, in particular to dynamic ones, an NE is less suited in this case as it might include “uncredible threats”. A more appropriate notion of equilibria subgame perfect equilibrium (SPE, for short) [50]. A strategy profile is a SPE if it represents an NE of every subgame of the original game. Informally, in an SPE the players must take into an account their observation of the game before making a choice.

We study the existence of SPE in different classes of dynamic RAGs. In addition to the classification of RAGs to cost-sharing games and congestion games, we also classify them by type of their strategies. We study singleton RAGs in which the player’s actions consist of singletons of resources, and symmetric RAGs in which the players’ actions are the same. We show that singleton symmetric congestion games are guaranteed to have an SPE. We show that this class is maximal by showing a singleton congestion game as well as a symmetric congestion with no SPE. We show that cost-sharing games are not guaranteed to have an SPE as well. Here, however we show that singleton cost-sharing games are guaranteed to have an SPE. We find
two of these results surprising. First, that an SPE is not guaranteed to exist, and second, that while in the simultaneous setting cost-sharing games are less stable than congestion games, the “order of stability” is not carried over to the dynamic setting.

Next, we study the inefficiency of equilibrium for the two classes of games that are guaranteed to have an SPE. We show that it coincides with the simultaneous setting in both cases. Finally, we study computational problems for dynamic RAGs. We show that deciding the existence of SPE is PSPACE-complete. We also study the problem of finding a schedule that admits an SPE under given constraints on the order the players move, and show that this problem is also PSPACE-complete.

These results are described in Chapter 5.

Repairing multi-player concurrent games The last work we present is more formal methods in nature and has a somewhat different flavor from the previous works. As mentioned above, synthesis is the automated construction of systems from their specifications [47]. Here, we take a different approach to synthesizing systems from components than the one we present above. We assume that the components interact, where each component has its own objective. Thus, we consider a game in which each component is modeled by a player.

The game that arises from this setting is a multiplayer concurrent ongoing game [23]. Such a game is played by moving a token on a directed graph. At each state, players select concurrently an action, and the next position of the token is decided according to the the vector of actions they choose. So, an outcome of the game is an infinite sequence of states. Each player has an $\omega$-regular objective that specifies which infinite paths meet his objective. Thus, the specification is a Boolean specification; a path either satisfies the specification or not. We list two examples of objectives. In reachability objectives each Player $i$ has a set of states $S_i$. An infinite path $\pi$ satisfies his objective if $\pi$ crosses a state in $S_i$. In Büchi objectives each Player $i$ again has a set of states $S_i$. An infinite path $\pi$ satisfies the objective if it crosses $S_i$ infinitely often. Note that a path might satisfy some of the players objectives while refuting others. Thus, the game is not a zero-sum game.

It is easy to find instances of such games with no NE. We introduce and study repair of multi-player games. We consider a setting with an authority (the designer) that aims to stabilize the interaction among the components and to increase the social welfare. In standard reactive synthesis [47], there are various ways to cope with situations when a specification is not realizable. Obviously, the specification has to be weakened, and this can be done either by adding assumptions on the behavior of the environment, fairness included, or by giving up some of the requirements on the system [28, 39]. In our setting, where the goal is to obtain stability, and the
game is not zero-sum, a repair may both weaken and strengthen the specifications, which, in our main model, is modeled by modifications to the winning conditions.

The input to the specification-repair problem (SR problem, for short) is a game along with a cost function, describing the cost of each repair. For example, in Büchi games the cost function specifies, for each vertex \( v \) and player \( i \), the cost of making \( v \) accepting for Player \( i \) and the cost of making \( v \) rejecting. The cost may be 0, reflecting the fact that \( v \) is accepting or rejecting in the original specification of Player \( i \), or it may be \( \infty \), reflecting the fact that the original classification of \( v \) is a feature of the specification that the designer is not allowed to modify. We consider some useful classes of cost functions, like uniform costs – where all assignments cost 1, except for one that has cost 0 and stands for the original classification of the vertex, or don't-care costs – where several assignments have cost 0, reflecting a don’t-care original classification, and all other assignments have cost \( \infty \).

The goal of the designer is to suggest a repair to the winning conditions with which the game has an NE. One way to quantify the quality of a repair is its cost, and indeed the problem also gets as input a bound on the budget that can be used in the repairs. Another way, which has to do with the social welfare, considers the specifications that are satisfied in the obtained NE. Specifically, in the rewarded specification-repair problem (RSR problem, for short), the input also includes a reward function that maps subsets of specifications to rewards. When the suggested repair leads to an NE with a set \( W \) of “winners”, i.e., players whose objective is satisfied, the designer gets a reward that corresponds to the specifications of the players in \( W \). The quality of a solution then refers both to the budget it requires and to its reward.

Studying the SR and RSR problems, we distinguish between several classes, characterized by the type of winning conditions, cost functions, and reward functions. From a complexity point of view, we also distinguish between the case where the number of players is arbitrary and the one where it is constant. The problem of deciding whether an NE exists is known to be NP-complete with an arbitrary number of players for most common \( \omega \)-regular objectives, excluding Büchi where the complexity is polynomial [23]. It is not too hard to lift the NP lower bound to the SR and RSR problems. The main challenge is the Büchi case, where one should find the cases where the polynomial complexity of deciding whether an NE exists can be lifted to the SR and RSR problems, and the cases where the need to find a repair shifts the complexity of the problem to NP. We show that the polynomial complexity can be maintained for don’t-care costs, but the other settings are NP-complete. We then check whether fixing the number of players can reduce the complexity of the SR and RSR problems, either by analyzing the complexity of the algorithms for an arbitrary number of players, or by introducing new algorithms. We show that
in many cases, we can solve the problem in polynomial time, mainly thanks to the fact that it is possible to go over all possible subsets of players in search for a subset that can win in an NE.

These results have been described in [1] and do not appear in the thesis due to lack of space.

1.2 Quantitative Formal Methods

Game theory is quantitative in nature: every player has a value in an outcome of a game, which she tries to increase. In the previous section we added aspects from formal methods to game theory. Namely, we went from reachability objectives in network formation games to richer objectives, we considered dynamics in resource allocation games, and we considered an application of games to synthesis, which is a problem in formal methods. In the second part, we take a dual approach. We add aspects from game theory to traditional formal methods, and we focus in the addition of quantitative outcomes.

Weighted automata The automata-theoretic approach uses the theory of automata as a unifying paradigm for system specification and verification [52, 53]. By viewing computations as words (over the alphabet of possible assignments to variables of the system), we can view both the system and its specification as languages. Questions like satisfiability of specifications or their satisfaction can then be reduced to questions about automata and their languages.

Traditional automata accept or reject their input, and are therefore Boolean. In recent years, there is growing need and interest in quantitative reasoning. Weighted finite automaton (WFA, for short) map words to numerical values. Technically, every transition in a weighted automaton $A$ has a value, and the value of a run is the sum of the costs of the transitions. The value that $A$ assigns to a finite word $w$, denoted $\text{val}(A, w)$, is either the value of the most expensive or cheapest accepting run of $A$ on $w$, depending on the application $^2$.

The rich structure of weighted automata makes them intriguing mathematical objects. Fundamental problems that have been solved decades ago for Boolean automata are still open or known to be undecidable in the weighted setting [44]. For example, while in the Boolean setting, nondeterminism does not add to the expressive power of the automata, not all weighted automata can be determinized, and the problem of deciding whether a given nondeterministic weighted automaton

---

$^2$In general, weighted automata may be defined with respect to all semirings. For our applications here, we consider WFAs over $\mathbb{Q}$, with the addition of the semi-ring being max or min and its multiplication being $+$. 
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can be determinized is still open, in the sense we do not even know whether it is decidable.

A problem of great interest in the context of automata is the *containment* problem. In the Boolean setting, the containment problem asks, given two automata $A$ and $B$, whether all the words in $\Sigma^*$ that are accepted by $A$ are also accepted by $B$. In the weighted setting, the “goal” of words is not just to get accepted, but also to do so with a maximal value. Accordingly, the containment problem for WFAs asks, given two WFAs $A$ and $B$, whether every word accepted by $A$ is also accepted by $B$, and its value in $A$ is less than or equal to its value in $B$. We then say that $B$ contains $A$, denoted $A \subseteq B$. In the Boolean setting, the containment problem is PSPACE-complete [41]. In the weighted setting, the problem is in general undecidable [2, 38]. The problem is indeed of great interest: In the automata-theoretic approach to reasoning about systems and their specifications, containment amounts to correctness of systems with respect to their specifications. The same motivation applies for weighted systems, with the specifications being quantitative [27].

**Making weighted containment feasible** We suggest here a heuristic approach to bypass the undecidability of the weighed containment problem. Even in the Boolean setting, where the containment problem is decidable, its PSPACE complexity is an obstacle in practice and researchers have suggested two orthogonal methods for coping with it. One is to replace containment by a pre-order that is easier to check, with the leading such pre-order being the *simulation* preorder [43]. A second method, useful also in other paradigms for reasoning about the huge, and possibly infinite, state space of systems is *abstraction* [19, 30]. Essentially, in abstraction we hide some of the information about the system.

We apply both techniques to the weighted case. First, we extend the simulation preorder of the Boolean setting to WFAs. For two WFAs $A$ and $B$, we denote by $A \preceq B$ the fact that $A$ simulates $B$. We show that $A \preceq B$ implies weighted language containment. Also, we show that deciding whether $A$ simulates $B$ can be done in NP $\cap$ coNP.

We then extend abstraction to the weighted case. Here, we assume that the given WFAs $A$ and $B$ are equipped with abstraction functions $\alpha$ and $\beta$, respectively. Using these functions we construct over-approximation $A_1^\alpha$ and $B_1^\beta$ and under approximations $A_1^\alpha$ and $B_1^\beta$, of $A$ and $B$, respectively. It is not hard to see that if $A_1^\alpha \subseteq B_1^\beta$, then $A \subseteq B$, and that if $A_1^\alpha \nsubseteq B_1^\beta$, then $A \nsubseteq B$. We show that the above is valid not just of containment but also for our weighted-simulation relation. This gives rise to the following heuristics. We start by checking $A_1^\alpha \subseteq B_1^\beta$ and $A_1^\alpha \nsubseteq B_1^\beta$, for some (typically coarse) initial abstraction functions $\alpha$ and $\beta$. If we are lucky and one of them holds, we are done. Otherwise, we use information from the decision
procedure to refine the abstractions.

These results have been described in [8] and do not appear in the thesis due to lack of space.

**When does abstraction help?** While on the topic of abstraction, we make a short detour to Boolean formal methods. The biggest advantage of abstraction of DFAs is that it reduces the state space. One of its disadvantages is that it increases the nondeterminism. In particular, an abstraction of a DFA need not be deterministic. The fact abstraction does not preserve determinism is a serious drawback as determinism makes most algorithms simpler and it is even crucial in some settings.

We ask whether, given the need to determinize an abstract automaton, abstraction still leads to smaller automata. Formally, consider a deterministic finite automaton (DFA, for short) $A$, and let $A_\alpha$ be a nondeterministic finite automaton obtained from $A$ by applying an abstraction function $\alpha$. Let $D_\alpha$ be the minimal DFA equivalent to $A_\alpha$. We ask whether $D_\alpha$ is smaller than $A$. If so, we say that $\alpha$ is helpful.

We show that, surprisingly, abstractions are not always helpful. In fact, we show a family of DFAs and abstraction functions for them for which the abstract automata are exponentially bigger than the original automata. We also study the problem of deciding whether a given abstraction function is helpful for a given DFA and show that it is PSPACE-complete.

These results have been described in [9] and do not appear in the thesis due to lack of space.

**Parameterized weighted containment** In addition to verification, the automata-theoretic approach in the Boolean setting has proven useful also in reasoning about partially-specified systems and specifications, where some components are not known or hidden. Partially-specified systems are used mainly in stepwise design: One starts with a system with “holes” and iteratively completes them in a way that satisfies some specification [31, 32]. From the other direction, partially-specified specifications are used for system exploration. A primary example is query checking: [26], the specification contains variables, and the goal is to find a maximal assignment to the variables with which the explored system satisfies the specification.

We study partial specified systems and specifications in the quantitative setting. We introduce and study parameterized weighted containment (PWC, for short): given three WFAs $A$, $B$, and $C$, with $B$ being partial, the goal is to find an assignment to the missing costs in $B$ so that we end up with $B'$ for which $A \subseteq B' \subseteq C$. We also consider a one-bound version of the problem, where only $A$ or only $C$ are given
in addition to $\mathcal{B}$, and the goal is to find a minimal assignment with which $\mathcal{A} \subseteq \mathcal{B}'$ or, respectively, a maximal one with which $\mathcal{B}' \subseteq \mathcal{C}$.

Since weighted containment is undecidable, we restrict the problem in two aspects. First, we study the PWC problem where all three WFAs are deterministic. We show that the problem can be solved in polynomial time and the solution is based on strong mathematical tools. We describe a convex polytope $P \subseteq \mathbb{R}^k$ that includes exactly all the legal assignments for the missing costs in $\mathcal{B}$. The polytope $P$ is defined using exponentially many constraints, so reasoning about it naively would give an exponential time algorithm. Fortunately, we are able to represent the constraints in a compact manner using a separation oracle, and use the results of [33, 34, 46] to reason about the polytope efficiently.

Our second restriction of the problem is to replace weighted containment with weighted simulation, which we describe above and is decidable in $\text{NP} \cap \text{coNP}$. We argue that the one-bound problem is not interesting, as a minimal/maximal solution need not exist. For the two bound problem, we show that the problem is $\text{NP}$-complete. Given the computational difficulty of handling nondeterministic WFAs in general, we view these results as good news.

These results have been described in [10] and do not appear in the thesis due to lack of space.

**Stochastization of weighted automata**  Probabilistic automata (PFAs, for short) where introduced by Rabin in the 60s [48]. The idea is to replace nondeterminism with probability. Each transition in a PFA has a probability, the probability of a run is the product of the probabilities of the transitions it traverses, and the “value” of a word is the probability of the accepting runs on it. Thus, it is a number in $[0, 1]$.

We combine the probabilistic ideas in PFAs with the quantitative ideas of WFAs to obtain a *probabilistic weighted finite automaton* (PWFA, for short). There, each transition has two weights, which we refer to as the *cost* and the *probability*\(^3\). The weight that the PWFA assigns to a word is then the expected cost of the runs on it. That is, as in WFAs, the cost of each run is the sum the costs of the transitions along the run, and as in PFAs, the contribution of each run to the weight of a word depends on both its cost and probability. While PFAs have been extensively studied (e.g., [18]), we are only aware of [35] in which PWFAs were considered.

We introduce and study stochastization of WFAs. Given a WFA $\mathcal{A}$, stochastization turns it into a PWFA $\mathcal{A}'$ by labeling its transitions with probabilities. Recall that in a WFA, the weight of a word is the minimal weight of a run on it. Stochasti-

\(^3\)For technical reasons we assume here that no run of a WFA gets stuck and all runs are accepting.
zation of a WFA $\mathcal{A}$ results in a PWFA $\mathcal{A}'$ with the same set of runs, and the weight of a word is the expected cost of these runs. Accordingly, the weight of a word in $\mathcal{A}'$ can only increase with respect to its weight in $\mathcal{A}$. Hence, we seek stochastizations in which $\mathcal{A}'$ $\alpha$-approximates $\mathcal{A}$ for the minimal possible factor $\alpha \geq 1$. That is, the value of every word in $\mathcal{A}'$ is at most $\alpha$ times its value in $\mathcal{A}$.

We describe one of the motivations for stochastization of WFAs. In [5], the authors describe a framework for using WFAs in order to reason about online algorithms. An online algorithm can be viewed as a reactive system: at each round, the environment issues a request, and the algorithm should process it. The sequence of requests is not known in advance, and the goal of the algorithm is to minimize the overall cost of processing the sequence. The most interesting question about an online algorithm refers to its competitive ratio: the worst-case (with respect to all input sequences) ratio between the cost of the algorithm and the cost of an optimal solution – one that may be given by an offline algorithm, which knows the input sequence in advance. An online algorithm that achieves a competitive ratio $\alpha$ is said to be $\alpha$-competitive.

The framework in [5] models optimization problems by WFAs, relates the “unbounded look ahead” of the optimal offline algorithm with nondeterminism, and relates the “no look ahead” of online algorithms with determinism. So, given a WFA $\mathcal{A}$ that models an online optimization problem, the authors study the problem of finding a determinization $\mathcal{D}$ of $\mathcal{A}$ that maintains the same states as the WFA and only prunes transitions. Such a determinization corresponds to an online algorithm. They show that if $\mathcal{D}$ $\alpha$-approximates $\mathcal{A}$, then the online algorithm that corresponds to $\mathcal{D}$ is $\alpha$-competitive.

We broaden the framework by considering randomized online algorithms, namely ones that may toss coins in order to choose their actions. Indeed, it is well known that many online algorithms that use randomized strategies achieve a better competitive ratio [22]. Similar to the above, given a WFA $\mathcal{A}$, we search for an $\alpha$-stochastization $\mathcal{P}$ of $\mathcal{A}$. A randomized online algorithm that corresponds to $\mathcal{P}$ is then $\alpha$-competitive.

Given a WFA $\mathcal{A}$ and a factor $\alpha \geq 1$, the approximated stochastization problem (AS problem, for short) is to decide whether there is a stochastization of $\mathcal{A}$ that $\alpha$-approximates it. We study the AS problem and show that it is in general undecidable. Special tractable cases include two types of restrictions. First, restrictions on $\alpha$: we show that when $\alpha = 1$, the problem coincides with determinization by pruning of WFAs, which can be solved in polynomial time [5]. Then, restrictions on the structure of the WFA: we define the class of constant-ambiguous WFAs, namely WFAs whose degree of nondeterminism is a constant, and show that the AS problem for them is in PSPACE. On the other hand, the AS problem is NP-hard already for 7-ambiguous WFAs, namely WFAs that have at most 7 runs on each word. Even
more restricted are tree-like WFAs, for which the problem can be solved in polynomial time, and so is the problem of finding a minimal approximation factor $\alpha$. We show that these restricted classes are still expressive enough to model interesting optimization problems.

These results have been described in [12] and do not appear in the thesis due to lack of space.
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Abstract

Classical network-formation games are played on a directed graph. Players have reachability objectives, and each player has to select a path satisfying his objective. Edges are associated with costs, and when several players use the same edge, they evenly share its cost. The theoretical and practical aspects of network-formation games have been extensively studied and are well understood. We introduce and study network-formation games with regular objectives. In our setting, the edges are labeled by alphabet letters and the objective of each player is a regular language over the alphabet of labels, given by means of an automaton or a temporal-logic formula. Thus, beyond reachability properties, a player may restrict attention to paths that satisfy certain properties, referring, for example, to the providers of the traversed edges, the actions associated with them, their quality of service, security, etc.

Unlike the case of network-formation games with reachability objectives, here the paths selected by the players need not be simple, thus a player may traverse some transitions several times. Edge costs are shared by the players with the share being proportional to the number of times the transition is traversed. We study the existence of a pure Nash equilibrium (NE), convergence of best-response-dynamics, the complexity of finding the social optimum, and the inefficiency of a NE compared to a social-optimum solution. We examine several classes of networks (for example, networks with uniform edge costs, or alphabet of size 1) and several classes of regular objectives. We show that many properties of classical network-formation games are no longer valid in our game. In particular, a pure NE might not exist and the Price of Stability equals the number of players (as opposed to logarithmic in the number of players in the classic setting, where a pure NE always exists). In light of these results, we also present special cases for which the resulting game is more stable.
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1 Introduction

Network design and formation is a fundamental well-studied challenge that involves many interesting combinatorial optimization problems. In practice, network design is often conducted by multiple strategic users whose individual costs are affected by the decisions made by others. Early works on network design focus on analyzing the efficiency and fairness properties associated with different sharing rules (e.g., [27, 35]). Following the emergence of the Internet, there has been an explosion of studies employing game-theoretic analysis to explore Internet applications, such as routing in computer networks and network formation [21, 1, 16, 2]. In network-formation games (for a survey, see [40]), the network is modeled by a weighted graph. The weight of an edge indicates the cost of activating the transition it models, which is independent of the number of times the edge is used. Players have reachability objectives, each given by sets of possible source and target nodes. Players share the cost of edges used in order to fulfill their objectives. Since the costs are positive, the runs traversed by the players are simple. Under the common Shapley cost-sharing mechanism, the cost of an edge is shared evenly by the players that use it.

The players are selfish agents who attempt to minimize their own costs, rather than to optimize some global objective. In network-design settings, this would mean that the players selfishly select a path instead of being assigned one by a central authority. The focus in game theory is on the stable outcomes of a given setting, or the equilibrium points. A Nash equilibrium (NE) is a profile of the players' strategies such that no player can decrease his cost by an unilateral deviation from his current strategy, that is, assuming that the strategies of the other players do not change.

Reachability objectives enable the players to specify possible sources and targets. Often, however, it is desirable to refer also to other properties of the selected paths. For example, in a communication setting, edges may belong to different providers, and a user may like to specify requirements like “all edges are operated by the same provider” or “no edge operated by AT&T is followed by an edge operated by Verizon”. Edges may also have different quality or security levels (e.g., “noisy channel”, “high-bandwidth channel”, or “encrypted channel”), and again, users may like to specify their preferences with respect to these properties. In planning or in production systems, nodes of the network correspond to configurations, and edges correspond to the application of actions. The objectives of the players are sequences of actions that fulfill a certain plan, which is often more involved than just reachability [25]; for example “once the arm is up, do not put it down until the block is placed”.

1Throughout this paper, we concentrate on pure strategies and pure deviations, as is the case for the vast literature on cost-sharing games.
The challenge of reasoning about behaviors has been extensively studied in the context of formal verification. While early research concerned the input-output relations of terminating programs, current research focuses on on-going behaviors of reactive systems [26]. The interaction between the components of a reactive system correspond to a multi-agent game, and indeed in recent years we see an exciting transfer of concepts and ideas between the areas of game theory and formal verification: logics for specifying multi-agent systems [3, 13], studies of equilibria in games that correspond to the synthesis problem [12, 11, 20], an extension of mechanism design to on-going behaviors [30], studies of non-zero-sum games in formal methods [14, 10], and more.

In this paper we extend network-formation games to a setting in which the players can specify regular objectives. This involves two changes of the underlying setting: First, the edges in the network are labeled by letters from a designated alphabet. Second, the objective of each player is specified by a language over this alphabet. Each player should select a path labeled by a word in his objective language. Thus, if we view the network as a nondeterministic weighted finite automaton (WFA) $A$, then the set of strategies for a player with objective $L$ is the set of accepting runs of $A$ on some word in $L$. Accordingly, we refer to our extension as automaton-formation games. As in classical network-formation games, players share the cost of edges they use. Unlike the classical game, the runs selected by the players need not be simple, thus a player may traverse some edges several times. Edge costs are shared by the players, with the share being proportional to the number of times the edge is traversed. This latter issue is the main technical difference between automaton-formation and network-formation games, and as we shall see, it is very significant.

Many variants of cost-sharing games have been studied. A generalization of the network-formation game of [2] in which players are weighted and a player’s share in an edge cost is proportional to its weight is considered in [15], where it is shown that the weighted game does not necessarily have a pure NE. In congestion games, sharing of a resource increases its cost. Studied variants of congestion games include settings in which players’ payments depend on the resource they choose to use, the set of players using this resource, or both [34, 31, 32, 23]. In some of these variants a NE is guaranteed to exist while in others it is not.

All the variants above are different from automaton-formation games, where a player needs to select a multiset of resources (namely, the edges he is going to traverse) rather than a set without repetitions. In the context of formal methods, an appealing application of such games is that of synthesis from components, where the resources are components from a library, and agents need to synthesize their objectives using the components, possibly by a repeated use of some components.
In some settings, the components have construction costs (e.g., the money paid to the designer of the component), in which case the corresponding multiset game is a cost-sharing game [6], and our results here can be generalized to apply for this setting. In other settings, the components have congestion effects (e.g., the components are CPUs, and the more players that use them, the slower the performance is), in which case the corresponding game is a multiset congestion game [9].

We study the theoretical and practical aspects of automaton-formation games. In addition to the general game, we consider classes of instances that have to do with the network, the specifications, or to their combination. Recall that the network can be viewed as a WFA $A$. We consider the following classes of WFAs: (1) all-accepting, in which all the states of $A$ are accepting, thus its language is prefix closed (2) uniform costs, in which all edges have the same cost, and (3) single letter, in which $A$ is over a single-letter alphabet. We consider the following classes of specifications: (1) single word, where the language of each player is a single word, (2) symmetric, where all players have the same objective. We also consider classes of instances that are intersections of the above classes.

Each of the restricted classes we consider corresponds to a real-life variant of the general setting. Let us elaborate below on single-letter instances. The language of an automaton over a single letter $\{a\}$ induces a subset of $\mathbb{N}$, namely the numbers $k \in \mathbb{N}$ such that the automaton accepts $a^k$. Accordingly, single-letter instances correspond to settings in which a player specifies possible lengths of paths. Several communication protocols are based on the fact that a message must pass a predefined length before reaching its destination. This includes onion routing, where the message is encrypted in layers [38], or proof-of-work protocols that are used to deter denial of service attacks and other service abuses such as spam (e.g., [19]).

We provide a complete picture of the following questions for various instances (for formal definitions, see Section 2): (i) Existence of a pure Nash equilibrium. That is, whether each instance of the game has a profile of pure strategies that constitutes a NE. As we show, unlike the case of classical network design games, a pure NE might not exist in general automaton-formation games and even in very restricted instances of it. (ii) The complexity of finding the social optimum (SO). The SO is a profile that minimizes the total cost of the edges used by all players; thus the one obtained when the players obey some centralized authority. We show that for some restricted instances finding the SO can be done efficiently, while for other restricted instances, the complexity agrees with the NP-completeness of classical network-formation games. (iii) An analysis of equilibrium inefficiency. It is well known that decentralized decision-making may lead to solutions that are sub-optimal from the point of view of society as a whole. We quantify the inefficiency incurred due to selfish behavior according to the price of anarchy (PoA) [29, 36] and price of stability.
(PoS) [2] measures. The PoA is the worst-case inefficiency of a Nash equilibrium (that is, the ratio between the worst NE and the SO). The PoS is the best-case inefficiency of a Nash equilibrium (that is, the ratio between the best NE and the SO). We show that while the PoA in automaton-formation games agrees with the one in classical network-formation games and is equal to the number of players, the PoS also equals the number of players, again already in very restricted instances. This is in contrast with classical network-formation games, where the PoS tends to log the number of players. Thus, the fact that players may choose to use edges several times significantly increases the challenge of finding a stable solution as well as the inefficiency incurred due to selfish behavior. We find this as the most technically challenging result of this work. We do manage to find structural restrictions on the network with which the social optimum is a NE.

The technical challenge of our setting is demonstrated in the seemingly easy instance in which all players have the same objective. Such symmetric instances are known to be the simplest to handle in all cost-sharing and congestion games studied so far. Specifically, in network-formation games, the social optimum in symmetric instances is also a NE and the PoS is 1. Moreover, in some games [22], computing a NE is PLS-complete in general, but solvable in polynomial time for symmetric instances. Indeed, once all players have the same objective, it is not conceivable that a player would want to deviate from the social-optimum solution, where each of the $k$ players pays $\frac{1}{k}$ of the cost of the optimal solution. We show that, surprisingly, symmetric instances in AF-games are not simple at all. Specifically, a NE is not guaranteed to exist in the general case, and in single-letter networks, the social optimum might not be a NE, and the PoS is at least $\frac{k}{k-1}$. In particular, for symmetric two-player AF games, we have that $PoS = PoA = 2$. We also show that the PoA equals the number of players already for very restricted instances.

2 Preliminaries

2.1 Automaton-formation games

A nondeterministic finite weighted automaton on finite words (WFA, for short) is a tuple $A = \langle \Sigma, Q, \Delta, q_0, F, c \rangle$, where $\Sigma$ is an alphabet, $Q$ is a set of states, $\Delta \subseteq Q \times \Sigma \times Q$ is a transition relation, $q_0 \in Q$ is an initial state, $F \subseteq Q$ is a set of accepting states, and $c : \Delta \rightarrow \mathbb{R}$ is a function that maps each transition to the cost of its formation [33]. A run of $A$ on a word $w = \ldots, w_n \in \Sigma^*$ is a sequence of states $\pi = \pi^0, \pi^1, \ldots, \pi^n$ such that $\pi^0 = q_0$ and for every $0 \leq i < n$ we have $\Delta(\pi^i, w_{i+1}, \pi^{i+1})$. The run $\pi$ is accepting iff $\pi^n \in F$. The length of $\pi$ is $n$, whereas its size, denoted $|\pi|$, is the number of different transitions in it. Note that $|\pi| \leq n$. 
An automaton-formation game (AF game, for short) between $k$ selfish players is a pair $\langle A, O \rangle$, where $A$ is a WFA over some alphabet $\Sigma$ and $O$ is a $k$-tuple of regular languages over $\Sigma$. Thus, the objective of Player $i$ is a regular language $L_i$, and he needs to choose a word $w_i \in L_i$ and an accepting run of $A$ on $w_i$ in a way that minimizes his payments. The cost of each transition is shared by the players that use it in their selected runs, where the share of a player in the cost of a transition $e$ is proportional to the number of times $e$ is used by the player. Formally, The set of strategies for Player $i$ is $S_i = \{ \pi : \pi$ is an accepting run of $A$ on some word in $L_i \}$. We assume that $S_i$ is not empty. We refer to the set $S = S_1 \times \ldots \times S_k$ as the set of profiles of the game.

Consider a profile $P = \langle \pi_1, \pi_2, \ldots, \pi_k \rangle$. We refer to $\pi_i$ as a sequence of transitions. Let $\pi_i = e_1^i, \ldots, e_{\ell_i}^i$, and let $\eta_P : \Delta \rightarrow \mathbb{N}$ be a function that maps each transition in $\Delta$ to the number of times it is traversed by all the strategies in $P$, taking into an account several traversals in a single strategy. Denote by $\eta_i(e)$ the number of times $e$ is traversed in $\pi_i$, that is, $\eta_i(e) = |\{1 \leq j \leq \ell_i : e_j^i = e\}|$. Then, $\eta_P(e) = \sum_{i=1}^k \eta_i(e)$. The cost of player $i$ in the profile $P$ is

$$\text{cost}_i(P) = \sum_{e \in \pi_i} \frac{\eta_i(e)}{\eta_P(e)} c(e).$$

(1)

For example, consider the WFA $A$ depicted in Figure 1. The label $e_1 : a,1$ on the transition from $q_0$ to $q_1$ indicates that this transition, which we refer to as $e_1$, traverses the letter $a$ and its cost is 1. We consider a games between two players. Player 1’s objective is the language is $L_1 = \{ ab^i : i \geq 2 \}$ and Player 2’s language is $\{ ab, ba \}$. Thus, $S_1 = \{ \{ e_1, e_2, e_2 \}, \{ e_1, e_2, e_2 \}, \ldots \}$ and $S_2 = \{ \{ e_3, e_4 \}, \{ e_1, e_2 \} \}$. Consider the profile $P = \langle \{ e_1, e_2, e_2 \}, \{ e_3, e_4 \} \rangle$, the strategies in $P$ are disjoint, and we have $\text{cost}_1(P) = 2 + 2 = 4$, $\text{cost}_2(P) = 1 + 3 = 4$. For the profile $P' = \langle \{ e_1, e_2, e_2 \}, \{ e_1, e_2 \} \rangle$, it holds that $\eta_1(e_1) = \eta_2(e_1)$ and $\eta_1(e_2) = 2 \cdot \eta_2(e_2)$. Therefore, $\text{cost}_1(P') = \frac{1}{2} + 2 = 2\frac{1}{2}$ and $\text{cost}_2(P') = \frac{1}{2} + 1 = 1\frac{1}{2}$.

Figure 1: An example of a WFA.

We consider the following instances of AF games. Let $G = \langle A, O \rangle$. We start with instances obtained by imposing restrictions on the WFA $A$. In one-letter instances, $A$ is over a singleton alphabet, i.e., $|\Sigma| = 1$. When depicting such WFAs, we omit the letters on the transitions. In all-accepting instances, all the states in $A$ are accepting; i.e., $F = Q$. In uniform-costs instances, all the transitions in the WFA have the same cost, which we normalize to 1. Formally, for every $e \in \Delta$, we have $c(e) = 1$. We
continue to restrictions on the objectives in $O$. In \textit{single-word} instances, each of the languages in $O$ consists of a single word. In \textit{symmetric} instances, the languages in $O$ coincide, thus the players all have the same objective. We also consider combinations on the restrictions. In particular, we say that $\langle A, O \rangle$ is \textit{weak} if it is one-letter, all states are accepting, costs are uniform, and objectives are single words. Weak instances are simple indeed – each player only specifies a length of a path he should patrol, ending anywhere in the WFA, where the cost of all transitions is the same. As we shall see, many of our hardness results and lower bounds hold already for the class of weak instances.

### 2.2 Nash equilibrium, social optimum, and equilibrium inefficiency

For a profile $P$, a strategy $\pi_i$ for Player $i$, and a strategy $\pi$, let $P[\pi_i \leftarrow \pi]$ denote the profile obtained from $P$ by replacing the strategy for Player $i$ by $\pi$. A profile $P \in S$ is a \textit{pure Nash equilibrium (NE)} if no player $i$ can benefit from unilaterally deviating from his run in $P$ to another run; i.e., for every player $i$ and every run $\pi \in S$, it holds that $cost_i(P[\pi_i \leftarrow \pi]) \geq cost_i(P)$. In our example, the profile $P$ is not a NE, since Player 2 can reduce his payments by deviating to profile $P'$. The (social) cost of a profile $P$, denoted $cost(P)$, is the sum of costs of the players in $P$. Thus, $cost(P) = \sum_{1 \leq i \leq k} cost_i(P)$. Equivalently, if we view $P$ as a set of transitions, with $e \in P$ iff there is $\pi \in P$ for which $e \in \pi$, then $cost(P) = \sum_{e \in P} c(e)$. We denote by $OPT$ the cost of an optimal solution; i.e., $OPT = \min_{P \in \mathcal{S}} cost(P)$. It is well known that decentralized decision-making may lead to sub-optimal solutions from the point of view of society as a whole. We quantify the inefficiency incurred due to self-interested behavior according to the \textit{price of anarchy (PoA)} \cite{[29, 36]} and \textit{price of stability (PoS)} \cite{[2]} measures. The PoA is the worst-case inefficiency of a Nash equilibrium, while the PoS measures the best-case inefficiency of a Nash equilibrium. Formally,

**Definition 2.1** Let $\mathcal{G}$ be a family of games, and let $G \in \mathcal{G}$ be a game in $\mathcal{G}$. Let $\Upsilon(G)$ be the set of Nash equilibria of the game $G$. Assume that $\Upsilon(G) \neq \emptyset$.

- \textit{The price of anarchy of $G$ is the ratio between the maximal cost of a NE and the social optimum of $G$. That is, $PoA(G) = \max_{P \in \Upsilon(G)} cost(P)/OPT(G)$.
  The price of anarchy of the family of games $\mathcal{G}$ is $PoA(\mathcal{G}) = \sup_{G \in \mathcal{G}} PoA(G)$.}

- \textit{The price of stability of $G$ is the ratio between the minimal cost of a NE and the social optimum of $G$. That is, $PoS(G) = \min_{P \in \Upsilon(G)} cost(P)/OPT(G)$.
  The price of stability of the family of games $\mathcal{G}$ is $PoS(\mathcal{G}) = \sup_{G \in \mathcal{G}} PoS(G)$.
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Uniform sharing rule: A different cost-sharing rule that could be adopted for automaton-formation games is the uniform sharing rule, according to which the cost of a transition $e$ is equally shared by the players that traverse $e$, independent of the number of times $e$ is traversed by each player. Formally, let $\kappa_P(e)$ be the number of runs that use the transition $e$ at least once in a profile $P$. Then, the cost of including a transition $e$ at least once in a run is $c(e)/\kappa_P(e)$. This sharing rule induces a potential game, where the potential function is identical to the one used in the analysis of the classical network design game [2]. Specifically, let $\Phi(P) = \sum_{e \in E} c(e) \cdot H(\kappa_P(e))$, where $H_0 = 0$, and $H_k = 1 + 1/2 + \ldots + 1/k$. Then, $\Phi(P)$ is a potential function whose value reduces with every improving step of a player, thus a pure NE exists and BRD is guaranteed to converge. The similarity with classical network-formation games makes the study of this setting straightforward. Thus, throughout this paper we only consider the proportional sharing rule as defined in (1) above.

3 Properties of Automaton-Formation Games

In this section we study the theoretical properties of AF games: existence of NE and equilibrium inefficiency. We show that AF games need not have a pure Nash equilibrium. This holds already in the very restricted class of weak instances, and is in contrast with network-formation games. There, BRD converges and a pure NE always exists \(^2\). We then analyze the PoS in AF games and show that there too, the situation is significantly less stable than in network-formation games.

**Theorem 3.1** Automaton-formation games need not have a pure NE. This holds already for the class of weak instances.

**Proof:** Consider the WFA $A$ depicted in Figure 2 and consider a game with $k = 2$ players. The language of each player consists of a single word. Recall that in one-letter instances we care only about the lengths of the objective words. Let these be $\ell_1$ and $\ell_2$, with $\ell_1 \gg \ell_2 \gg 0$ that are multiples of 12. For example, $\ell_1 = 30000$, $\ell_2 = 300$. Let $C_3$ and $C_4$ denote the cycles of length 3 and 4 in $A$, respectively. Let $D_3$ denote the path of length 3 from $q_0$ to $q_1$. Every run of $A$ consists of some repetitions of these cycles possibly with one pass on $D_3$.

We claim that no pure NE exists in this instance. Since we consider long runs, the fact that the last cycle might be partial is ignored in the calculations below.\(^2\)

\(^2\)Best-response-dynamics (BRD) is a local-search method where in each step some player is chosen and plays his best-response strategy, given that the strategies of the other players do not change.
We first show that the only candidate runs for Player 1 that might be part of a NE profile are \( \pi_1 = (C_4)^{\frac{1}{4}} \) and \( \pi'_1 = D_3 \cdot (C_3)^{\frac{1}{4} - 1} \). If Player 1 uses both \( C_3 \) and \( C_4 \) multiple times, then, given that \( \ell_1 \gg \ell_2 \), he must almost fully pay for at least one of these cycles, thus, deviating to the run that repeats this fully-paid cycle is beneficial.

When Player 1 plays \( \pi_1 \), Player 2’s best response is \( \pi_2 = (C_4)^{\frac{1}{4}} \). In the profile \( \langle \pi_1, \pi_2 \rangle \), Player 1 pays almost all the cost of \( C_4 \), so the players’ costs are \( (4 - \varepsilon, \varepsilon) \). This is not a NE. Indeed, since \( \ell_2 \gg 0 \), then by deviating to \( \pi'_1 \), the share of Player 1 in \( D_3 \) reduces to almost 0, and the players’ costs in \( \langle \pi'_1, \pi_2 \rangle \), are \( (3 + \varepsilon, 4 - \varepsilon) \). This profile is not a NE as Player 2’s best response is \( \pi'_2 = D_3 \cdot (C_3)^{\frac{1}{4} - 1} \). Indeed, in the profile \( \langle \pi'_1, \pi'_2 \rangle \), the players’ costs are \( (4.5 - \varepsilon, 1.5 + \varepsilon) \) as they share the cost of \( D_3 \) and Player 1 pays almost all the cost of \( C_3 \). This is not a NE either, as Player 1 would deviate to the profile \( \langle \pi_1, \pi'_2 \rangle \), in which the players’ costs are \( (4 - \varepsilon, 3 + \varepsilon) \). The latter is still not a NE, as Player 2 would head back to \( \langle \pi_1, \pi_2 \rangle \). We conclude that no NE exists in this game. \( \square \)

The fact a pure NE may not exist is a significant difference between standard cost-sharing games and \( \alpha \) -trees games. The bad news do not end here and extend to equilibrium inefficiency. We first note that the cost of any NE is at most \( k \) times the social optimum (as otherwise, some player pays more than the cost of the SO and can benefit from migrating to his strategy in the SO). Thus, it holds that \( PoS \leq PoA \leq k \). The following theorem shows that this is tight already for highly restricted instances.

**Theorem 3.2** The \( PoS \) in \( \alpha \) -trees games equals the number of players. This holds already for the class of weak instances.

**Proof:** We show that for every \( k, \delta > 0 \) there exists a simple game with \( k \) players for which the \( PoS \) is more than \( k - \delta \). Given \( k \) and \( \delta \), let \( r \) be an integer such that \( r > \max\{k, \frac{k - 1}{\delta} - 1\} \). Consider the WFA \( A \) depicted in Figure 3. Let \( L = \langle \ell_1, \ell_2, \ldots, \ell_k \rangle \) for \( \ell_2 = \ldots = \ell_k \) and \( \ell_1 \gg \ell_2 \gg 0 \) denote the lengths of the objective words. Thus, Player 1 has an ‘extra-long word’ and the other \( k - 1 \) players have words of the same, long, length. Let \( C_r \) and \( C_{r+1} \) denote, respectively, the cycles of length \( r \) and \( r + 1 \) to the right of \( q_0 \). Let \( D_r \) denote the path of length...
Let $r$ from $q_0$ to $q_1$, and let $D_{kr}$ denote the ‘lasso’ consisting of the $kr$-path and the single-edge loop to the left of $q_0$.

![Diagram](image.png)

Figure 3: A weak instance of AF games for which $PoS = k$.

The social optimum of this game is to buy $C_{r+1}$. Its cost is $r + 1$. However, as we show, the profile $P$ in which all players use $D_{kr}$ is the only NE in this game. We first show that $P$ is a NE. In this profile, Player 1 pays $r + 1 - \epsilon$ and each other player pays $r + \epsilon/(k - 1)$. No player will deviate to a run that includes edges from the right side of $\mathcal{A}$. Next, we show that $P$ is the only NE of this game: Every run on the right side of $\mathcal{A}$ consists of some repetitions of $C_{r+1}$ and $C_r$, possibly with one traversal of $D_r$. Since we consider long runs, the fact that the last cycle might be partial is ignored in the calculations below.

In the social optimum profile, Player 1 pays $r + 1 - \epsilon$ and each of the other players pays $\epsilon/(k - 1)$. The social optimum is not a NE as Player 1 would deviate to $D_r \cdot C_r^\ast$ and will reduce his cost to $r + \epsilon'$. The other players, in turn, will also deviate to $D_r \cdot C_r^\ast$. In the profile in which they are all selecting a run of the form $D_r \cdot C_r^\ast$, Player 1 pays $r + r/k - \epsilon > r + 1$ and prefers to return to $C_r^\ast$. The other players will join him sequentially, until the non-stable social optimum is reached. Thus, no NE that uses the right part of $\mathcal{A}$ exists. Finally, it is easy to see that no run that involves edges from both the left and right sides of $\mathcal{A}$ or includes both $C_{r+1}$ and $C_r$ can be part of a NE.

The cost of the NE profile is $kr + 1$ and the PoS is therefore $\frac{kr + 1}{r+1} = k - \frac{k-1}{r+1} > k - \delta$. 

\section{Computational Complexity Issues in AF Games}

In this section we study the computational complexity of three problems: finding the cost of the social optimum, finding the best-response of a player, and deciding the existence of a NE. Recall that the social optimum (SO) is a profile that minimizes the total cost the players pay. It is well-known that finding the social optimum in a network-formation game is NP-complete. We show that this hardness is carried over to simple instances of AF games. On the positive side, we identify non-trivial classes of instances, for which it is possible to compute the SO efficiently. The other issue we consider is the complexity of finding the best strategy of a single player, given the current profile, namely, the best-response of a player. In network-formation games,
computing the best-response reduces to a shortest-path problem, which can be solved efficiently. We show that in AF games, the problem is NP-complete. Finally, recall that AF games are not guaranteed to have a NE. We study the problem of deciding, given an AF game, whether it has a NE. We term this problem ∃NE. We show that the ∃NE problem is Σ^2_P-complete.

We start with the problem of finding the value of the social optimum.

**Theorem 4.1** Finding the value of the social optimum in AF games is NP-complete. Moreover, finding the social optimum is NP-complete already in single-worded instances that are also uniform-cost and are either single-lettered or all-accepting.

**Proof:** We start with membership in NP. Given a WFA \( A \) with objectives \( w_1, \ldots, w_k \) and value \( c \in \mathbb{R} \), we can guess a witness profile \( P \) and check whether it satisfies \( \text{cost}(P) \leq c \) in polynomial time. For proving hardness, we show a reduction from the Set-Cover (SC) problem. Consider an input \( \langle U, S, m \rangle \) to SC. Recall that \( U \) is a set of elements, \( S = \{C_1, \ldots, C_z\} \subseteq 2^U \) is a collection of subsets of elements of \( U \), and \( m \in \mathbb{N} \). Then, \( \langle U, S, m \rangle \) is in SC iff there is a subset \( S' \) of \( S \) of size at most \( m \) that covers \( U \). That is, \( |S'| \leq m \) and \( \bigcup_{C \in S'} C = U \).

Given an input \( \langle U, S, m \rangle \) to SC, we construct a uniform-cost single-letter WFA \( A \) and a vector of \( k \) integers, where the \( i \)-th integer corresponds to the length of the (single) word in \( L_i \). We fix a value \( y \), such that \( \langle U, S, m \rangle \) in SC iff the SO value of the game played on \( A \) with the objectives in \( \{L_i\} \) is \( y \). We construct \( A = \langle \{a\}, Q, q_0, \Delta, \{q_{\text{acc}}\}, c \rangle \) as follows (see an example in the left of Figure 4). The set \( Q \) includes the initial and accepting states, a state for every set in \( S \), and intermediate states required for the disjoint runs defined below. Without loss of generality, we assume that \( U = \{1, \ldots, k\} \). Consider an element \( i \in U \). For every \( C \in S \) such that \( i \in C \), there is a disjoint run of length \( i \) from \( C \) to \( q_{\text{acc}} \). Also, for every \( C \in S \), there is a transition \( \langle q_0, C \rangle \) in \( \Delta \). The cost of all transitions in \( \Delta \) is 1. For every \( 1 \leq i \leq k \), the length of the word in \( |L_i| \) is \( i + 1 \). We define \( w = m + (1 + 2 + \ldots + k) \). The size of \( A \) is clearly polynomial in \( |U| \) and \( |S| \).

![Figure 4](image)

**Figure 4:** The WFAs produced by the reduction for \( U = \{1, 2, 3\} \) and \( S = \{\{1, 2\}, \{2, 3\}\} \).

The construction for uniform-cost all-accepting instances is very similar (see an example in the right of Figure 4). Let \( z = \lfloor \log(n) \rfloor \) and \( \Sigma = \{0, 1\} \). For \( C \in S \) and \( i \in C \), we have a \( z \)-length path from \( C \) to \( q_{\text{acc}} \) that is labeled with the binary
representation of \( i - 1 \) (padded with preceding zeros if needed). The label on all transitions from \( q_0 \) to the \( S \) states is 0. For \( 1 \leq i \leq k \), the word for Player \( i \) is a single 0 letter followed by the binary representation of \( i - 1 \). The size of \( \mathcal{A} \) is clearly polynomial in \( |U| \) and \( |S| \).

We claim that there exists a set-cover of size \( m \) iff \( OPT \leq m + (1+2+\ldots+k) \) for the uniform-cost single-letter instance and \( OPT \leq m + k \cdot z \) for the uniform-cost all-accepting instance. We prove the claim for the uniform-cost single-letter instance. The proof for the uniform-cost all-accepting instance is very similar. For the first direction, let \( S' = \{s_{i1}, \ldots, s_{im}\} \) be a set cover. We show a profile \( P = \{\pi_1, \ldots, \pi_k\} \) such that \( cost(P) \leq m + (1+2+\ldots+k) \). Recall that the input length for Player \( i \) is \( i + 1 \). Since \( S' \) is a set cover, there is a set \( s \in S' \) with \( i \in s \). We define the run \( \pi_i \) to proceed from \( q_0 \) to \( s \) and from there to \( q_{acc} \) on a run of length \( i \). Clearly, the runs \( \pi_1, \ldots, \pi_n \) are all legal-accepting runs. Moreover, the runs use \( m \) transitions from \( \{q_0\} \times S \subseteq E \). Thus, \( cost(P) \leq m + (1+2+\ldots+k) \), implying \( OPT \leq m + (1+2+\ldots+k) \), and we are done.

For the second direction, assume \( OPT = m' + (1+2+\ldots+k) \leq m + (1+2+\ldots+k) \), we prove that there is a set cover of size \( m' \). Let \( S^* = \langle \pi_1, \ldots, \pi_k \rangle \). Thus, \( OPT = cost(S^*) = m' \). Let \( S' \subset S \) be such that \( s \in S' \) iff the transition \( \langle q_0, s \rangle \) is used in one of the runs in \( S^* \). Note that the run of every player consists of a transition \( \langle q_0, s \rangle \) followed by a disjoint run of length \( i \) to \( q_{acc} \). Therefore, \( OPT = m' + (1+2+\ldots+k) \), and, \( |S'| = m' \leq m \). We claim that \( S' \) is a set cover. For every \( i \in U \), the first transition in the run is a transition \( \langle q_0, s \rangle \) for some \( s \in S \), as otherwise, player \( i \) can not proceed to \( q_{acc} \) along a run of length \( i \). By our definition of \( S' \) we have \( s \in S' \), thus \( i \in U \) is covered.

The hardness results in Theorem 4.1 for single-word specification use one of two properties: either there is more than one letter, or not all states are accepting. We show that finding the SO in instances that have both properties can be done efficiently, even for specifications with arbitrary number of words.

For a language \( L_i \) over \( \Sigma = \{a\} \), let \( short(i) = \min_j \{|a^j| \in L_i\} \) denote the length of the shortest word in \( L_i \). For a set \( O \) of languages over \( \Sigma = \{a\} \), let \( \ell_{\max}(O) = \max_i short(i) \) denote the length of the longest shortest word in \( O \). Clearly, any solution, in particular the social optimum, must include a run of length \( \ell_{\max}(O) \). Thus the cost of the social optimum is at least the cost of the cheapest run of length \( \ell_{\max}(O) \). Moreover, since the WFA is single-letter and all-accepting, the other players can choose runs that are prefixes of this cheapest run, and no additional transitions should be acquired. We show that finding the cheapest such run can be done efficiently.

**Theorem 4.2** The cost of the social optimum in a single-letter all-accepting in-
stance $\langle A, O \rangle$ is the cost of the cheapest run of length $\ell_{\text{max}}(O)$. Moreover, this cost can be found in polynomial time.

**Proof:** Clearly, any solution, in particular the social optimum, must include a run of length $\ell_{\text{max}}(O)$. Thus the cost of the social optimum is at least the cost of the cheapest run of length $\ell_{\text{max}}(O)$. Moreover, since there are no target vertices, the other players can be assigned runs that are prefixes of the cheapest run, and no additional transitions should be acquired.

We claim that finding the cheapest such run can be done efficiently. Recall that $q_0$ is the initial state in $A$, and let $|Q| = n$. We view $A$ as a weighted-directed graph $G = \langle V, E, c \rangle$, where the vertices $V$ are the states $Q$, there is an edge $e \in E$ between two vertices if there is a transition between the two corresponding states, and the cost of the edges is the same as the cost of the transition in $A$. For $0 \leq i \leq n$, let $d_i : V \times V \to \mathbb{Q}^+$ be the function that, given two vertices $u, v \in V$, returns the value of the cheapest path of length $i$ from $u$ to $v$, and $\infty$ if no such path exists. Note that there is no requirement that the path is simple, and indeed we may traverse cycles in order to accommodate $i$ transitions. The function $d : V \times V \to \mathbb{Q}^+$, returns the value of the cheapest path of any length between two given vertices. Given two vertices $u, v \in V$, computing $d(u, v)$ can be done using Dijkstra’s algorithm, and, given an index $i \in \mathbb{N}$, it is possible to compute $d_i(u, v)$ by a slight variation of the Bellman-Ford algorithm.

We distinguish between two cases. If $\ell_{\text{max}} > 2n - 2$, we claim that the value of the social optimum is $\min \{d(q_0, v) + d(v, v) : v \in V\}$. If $\ell_{\text{max}} \leq 2n - 2$, then we claim that the value of the social optimum is the minimum value of $d_i(q_0, v) + d_j(v, v)$, where $v \in V$, $0 \leq i \leq \ell_{\text{max}}$, $0 \leq j \leq \ell_{\text{max}} - i$, and if $j = 0$, then $i = \ell_{\text{max}}$.

We start with the first case. Assume $\ell_{\text{max}} > 2n - 2$. Let $ALG = \min \{d(q_0, v) + d(v, v) : v \in V\}$. Recall that $S^*$ is the social optimum profile, and $OPT = \text{cost}(S^*)$. For the first direction, we claim that $ALG \leq OPT$. Let $\pi$ be a run in $S^*$ of length $\ell_{\text{max}}$, where we assume $\pi$ is a sequence of transitions. Clearly, $OPT \geq \text{cost}(\pi)$. Since ALG takes the minimum over all vertices, it suffices to prove that $\text{cost}(\pi) \geq d(q_0, v) + d(v, v)$ for some $v \in V$. We view $\pi$ as a path in the graph $G$, and we claim that $\pi$ contains a sub-path that starts in $q_0$ and ends in $v$ and a sub-path that is a cycle from $v$ to itself, for some $v \in V$. Thus, $OPT \geq \text{cost}(\pi) \geq \text{cost}(x) + \text{cost}(y) \geq d(q_0, v) + d(v, v) \geq ALG$. We continue to prove the claim. Since $\ell_{\text{max}} > n$, there is a vertex $v$ that appears twice in $\pi$. We split $\pi$ into two paths, at the first appearance of $v$. That is, $\pi = x \cdot y'$, where $x$ is a path that ends in $v$ and $v$ does not appear in $x$ again. Note that if $v = q_0$, then $\pi = y'$. Since $\pi$ is a legal run, it starts in $q_0$, and we have that $x$ is a path from $q_0$ to $v$. We continue to prove that there is a cycle $y$ from $v$ to itself that is contained in $y'$. Indeed, since $v$ appears at least twice in $\pi$,
and since \( y' \) is a sequence of transitions that starts in \( v \), we have that \( v \) appears in \( y' \) at least twice, and we are done.

We continue to prove that \( ALG \geq OPT \). Let \( v \in V \) be the vertex that attains the minimum in \( \min \{ d(q_0, v) + d(v, v) : v \in V \} \). Let \( \tau = \tau_1 \cdot \tau_2 \) be a run such that \( \tau_1 \) is a simple path from \( q_0 \) to \( v \) with \( cost(\tau_1) = d(q_0, v) \) and \( \tau_2 \) is a simple cycle from \( v \) to itself with \( cost(\tau_2) = d(v, v) \). We claim that \( cost(\tau) \geq OPT \). Since \( \tau_1 \) and \( \tau_2 \) are simple, we have \( |\tau_1| \leq n - 1 \) and \( |\tau_2| \leq n - 1 \). Thus, \( |\tau| \leq 2n - 2 \). We extend \( \tau \) to a path of length \( \ell_{max} \) by traversing the loop \( \tau_2 \) many times. Clearly, \( \tau \) is a legal run of the automaton \( A \) on a word of length \( \ell_{max} \). Consider the profile \( S \) in which the players choose runs that are prefixes of \( \tau' \). Since the only transitions used in \( S \) are those in \( \tau \), we have \( cost(S) = cost(\tau) \). Since \( S^* \) is the social optimum, we have \( ALG = cost(S) \geq cost(S^*) = OPT \), and we are done.

The case in which \( \ell_{max} \leq 2n - 2 \) is proven in a similar manner. \( \square \)

We turn to prove the hardness of finding the best-response of a player. Our proof is valid already for a single player that needs to select a strategy on a WFA that is not used by other players (one-player game).

**Theorem 4.3** Finding the best-response of a player in \( \mathcal{AF} \) games is NP-complete.

**Proof:** We start with membership in NP. Given a WFA \( A \) with objectives \( L_1, \ldots, L_k \) and value \( c \in \mathbb{R} \), we can guess a witness profile \( P \) and check whether it satisfies \( cost(P) \leq c \) in polynomial time.

For proving hardness, we show a reduction from the *Set-Cover* (SC) problem. Consider an input \( \langle U, S, m \rangle \) to SC. Recall that \( U = \{1, \ldots, n\} \) is a set of elements, \( S = \{C_1, \ldots, C_z\} \subseteq 2^U \) is a collection of subsets of elements of \( U \), and \( m \in \mathbb{N} \). Then, \( \langle U, S, m \rangle \) is in SC iff there is a subset \( S' \) of \( S \) of size at most \( m \) that covers \( U \). That is, \( |S'| \leq m \) and \( \bigcup_{C \in S'} C = U \).

Given an input \( \langle U, S, m \rangle \) to SC, we construct a game \( \langle A, O \rangle \) such that \( \langle U, S, m \rangle \) is in SC iff the SO in the game is at most \( l \). The game is a one-player game. We start by describing the specification \( L \) of the player. The alphabet of \( L \) is \( S \cup U \) and it is given by the regular expression \( (C_1 + \ldots + C_m)1 \cdot (C_1 + \ldots + C_m)2 \ldots (C_1 + \ldots + C_m)n \). The WFA \( A \) is over the alphabet \( S \cup U \). There is a single initial state \( q_0 \) and a state for every set in \( S \). For \( 1 \leq i \leq z \), there is a \( C_i \)-labeled transition from \( q_0 \) to the state \( C_i \), and for every \( j \in C_i \), there is a \( j \)-labeled transition from the state \( C_i \) back to \( q_0 \). The first type of transitions cost 1 and the second cost 0 (for an example see Figure 5).

We prove the correctness of the reduction: For the first direction, assume there is a set cover of at most \( l \). Consider the word \( w \) in which, for every \( 1 \leq j \leq n \), the letter that precedes \( j \) is \( C_i \in S \) such that \( C_i \) is in the set cover. Clearly, \( w \in L \) and
Figure 5: The WFA produced by the reduction for $U = \{1, 2, 3\}$ and $S = \{\{1, 2\}, \{2, 3\}\}$. 

since it uses at most $l$ letters from $S$, the profile in which the player chooses it, costs at most $l$. Thus, the SO is also at most $l$. For the other direction, assume the SO is attained in a profile with the word $w \in L$. It is not hard to see that the letters from $S$ that appear in $w$ form a set cover of size at most $l$.

We turn to study the problem of deciding whether a NE exists. We show that \( \exists \)NE is complete for \( \Sigma_2^P \) – the second level of the polynomial hierarchy. Namely, decision problems solvable in polynomial time by a nondeterministic Turing machine augmented by an oracle for an NP-complete problem. An oracle for a computational problem is a black box that is able to produce a solution for any instance of the problem in a single operation. Thus, for every problem \( P \in \Sigma_2^P \) there is a machine such that for every \( x \in P \) there is a polynomial accepting computation (with polynomial many queries to the oracle). As co-NP is the dual complexity class of NP, the dual complexity class of \( \Sigma_2^P \) is \( \Pi_2^P \). Thus, a problem \( P \) is \( \Sigma_2^P \)-complete iff its complement \( \overline{P} \) is \( \Pi_2^P \)-complete.

The upper bound is easy: guess a profile, and use $k$ calls to an oracle for the best-response problem to verify that no player can benefit from deviating. For the lower bound, we alter the reduction in [6], for the \( \exists \)NE problem in a similar game. 

The reduction is from the complement of the min-max vertex cover problem, which is known to \( \Sigma_2^P \)-complete [28].

**Theorem 4.4** The problem of deciding whether an \( AF \) has a NE is \( \Sigma_2^P \)-complete.

### 5 Tractable Instances of AF Games

In the example in Theorem 3.1, Player 1 deviates from a run on the shortest (and cheapest) possible path to a run that uses a longer path. By doing so, most of the cost of the original path, which is a prefix of the new path and accounts to most of its cost, goes to Player 2. We consider semi-weak games in which the WFA is uniform-cost, all-accepting, and single-letter, but the objectives need not be a single word. We identify a property of such games that prevents this type of deviation and which guarantees that the social optimum a NE. Thus, we identify a family of AF games in which a NE exists, finding the SO is easy, and the PoS is 1.
Definition 5.1 Consider a semi-weak game \( \langle A, O \rangle \). A lasso is a path \( u \cdot v \), where \( u \) is a simple path that starts from the initial state and \( v \) is a simple cycle. A lasso \( v \) is minimal in \( A \) if \( A \) does not have shorter lassos. Note that for minimal lassos \( u \cdot v \), we have that \( u \cap v = \emptyset \). We say that \( A \) is resistant if it has no cycles or there is a minimal lasso \( v = u \cdot v \) such that for every other lasso \( v' \) we have \( |u \setminus v'| + |v| \leq |v' \setminus v| \).

Consider a resistant weak game \( \langle A, O \rangle \). In order to prove that the social optimum is a NE, we proceed as follows. Let \( v \) be the lasso that is the witness for the resistance of \( A \). We show that the profile \( S^* \) in which all players choose runs that use only the lasso \( v \) or a prefix of it, is a NE. The proof is technical and we go over all the possible types of deviations for a player and use the weak properties of the network along with its resistance. By Theorem 4.2, the cost of the profile is the SO. Hence the following.

Theorem 5.1 For resistant semi-weak games, the social optimum is a NE.

Proof: Consider a resistant semi-weak game \( \langle A, O \rangle \), thus \( A \) has no cycles or there is a minimal lasso in \( A \) that satisfies the resistance requirements. Recall that by Theorem 4.2, the social optimum is the profile \( S^* \) in which all players use prefixes of the cheapest run of length \( \ell_{\text{max}}(O) \). Formally, let \( \ell_1 \geq \ell_2 \geq \ldots \geq \ell_k \), where for \( 1 \leq i \leq k \), \( \ell_i \) be the minimal length of a word in \( L_i \). That is, \( \ell_1 = \ell_{\text{max}}(O) \). Then, \( S^* = \langle \pi_1, \ldots, \pi_k \rangle \), where for \( 1 \leq i \leq k \), the run \( \pi_i \) is of length \( \ell_i \) and \( \pi_1 \) uses the lasso that is the witness for resistance, or an acyclic path if the lasso’s length is larger than \( \ell_1 \).

We claim that \( S^* \) is a NE. Assume otherwise, thus there are \( 1 \leq i \leq k \) and \( \pi_i' \) such that \( \text{cost}_i(S^*) > \text{cost}_i(S^*[i \leftarrow \pi_i']) \). Assume Wlog that \( |\pi_i'| = \ell_i \) as otherwise Player \( i \) can deviate to a prefix of length \( \ell_i \) of \( \pi_i' \) and only improve his payment. We use \( S' \) to refer to \( S^*[i \leftarrow \pi_i'] \). For \( 1 \leq j \leq k \), let \( \nu_j \) be the set of transitions that are used in \( \pi_j \). Similarly, let \( \nu_j' \) be the transitions used in \( \pi_j' \). Note that \( \nu_1, \ldots, \nu_k, \nu_i' \) are paths of transitions.

We distinguish between four cases. In the first case, both \( \nu_i \) and \( \nu_i' \) are simple paths. First, note that every transition in \( \nu_i \cap \nu_i' \) costs the same for Player \( i \) in both profiles. Next, we claim that every transition in \( \nu_i' \setminus \nu_i \) costs at least as much as any transition in \( \nu_i' \setminus \nu_i \). Indeed, since all players use prefixes of \( \nu_i \), the sharing along the path monotonically decreases. That is, assuming \( \nu_i = t_1, \ldots, t_n \), then for \( 1 \leq j \leq n - 1 \), in \( S^* \), the number of players using transition \( t_j \) is at least that of \( t_{j+1} \). Since \( A \) has uniform transition costs, the claim follows. Finally, since the runs are simple, the sizes of \( \nu_i \setminus \nu_i' \) and \( \nu_i' \setminus \nu_i \) are equal. Thus, \( \text{cost}_i(S^*) \leq \text{cost}_i(S') \), and we reach a contradiction to the fact that Player \( i \) deviates.

In the second case, \( \nu_i \) is simple and \( \nu_i' \) is lasso. Thus, \( |\nu_i'| \leq |\nu_i| \). If \( |\nu_i'| = |\nu_i| \), we return to the previous case. We assume \( |\nu_i'| < |\nu_i| \), and show that we reach a
contradiction to our assumption that \( \mathcal{A} \) is resistant. Recall that \( |\nu_1| \geq |\nu| \). If \( \pi_1 \) uses a lasso, then \( \nu'_i \) is a shorter lasso, contradicting the minimality of the witness lasso for resistance. If \( \pi_1 \) does not use a lasso, then we reach a contradiction to our assumption that the witness lasso has length greater than \( \ell_1 \).

In the third case, \( \nu_i \) is a lasso and \( \nu'_i \) is simple. Thus, \( \nu_i = \nu_1 \). Consider a transition \( e \in \nu_i \). Let \( x_e \) and \( x'_e \) be the number of times Player \( i \) uses \( e \) in \( \pi_i \) and \( \pi'_i \), respectively. Thus, \( x_e > 0 \) and \( x'_e \leq 1 \). Let \( y_e \) be the number of times the other players use \( e \) in \( S^* \) and also in \( S' \) as none of them alter their strategy. Consider a transition \( e \in \nu_i \) having \( x'_e = 1 \). That is, Player \( i \) reduces his number of uses of transition \( e \) from \( x_e \) to \( 1 \). Since the number of times Player \( i \) uses a transition in \( \pi'_i \) is at most 1, there are \( (x_e - 1) \) transitions that are not used by Player \( i \) in \( \pi_i \) and are used once in \( \pi'_i \). Since \( \nu_i = \nu_1 \), these transitions are all in \( \nu'_i \backslash \nu_i \) and Player \( i \) pays 1 for each of them. Consider a transition \( e \in \nu_i \). Let \( cost_i^\nu(S^*) \) and \( cost_i^\nu(S') \) be the cost Player \( i \) pays for transition \( e \) in profiles \( S^* \) and \( S' \), respectively. If \( x'_e = 1 \), then by the above

\[
\begin{align*}
\text{cost}^\nu_i(S^*) - \text{cost}^\nu_i(S') &= \frac{x_e}{y_e + x_e} - \left( \frac{1}{y_e + 1} + (x_e - 1) \right) = \\
&= \frac{x_e y_e + x_e + y_e^2 - y_e x_e^2 - x_e^2 - y_e^2 x_e}{(y_e + x_e) \cdot (y_e + 1)} \leq 0
\end{align*}
\]

Similarly, if \( x'_e = 0 \), then the change in cost incurred by \( e \) is:

\[
\text{cost}^\nu_i(S^*) - \text{cost}^\nu_i(S') = \frac{x_e}{y_e + x_e} - x_e \leq 0
\]

Since \( \text{cost}_i(S^*) - \text{cost}_i(S') = \sum_{e \in \Delta} \text{cost}^\nu_i(S^*) - \text{cost}^\nu_i(S') \), we have \( \text{cost}_i(S^*) - \text{cost}_i(S') \leq 0 \), and thus \( \text{cost}_i(S^*) \leq \text{cost}_i(S') \), which is a contradiction to the fact that Player \( i \) deviates.

We continue to the final case in which both \( \nu_i \) and \( \nu'_i \) are lassos. As in the previous case, \( \nu_i = \nu_1 \). Recall that the lasso \( \nu_1 \) is the lasso that is the witness for the resistance of \( \mathcal{A} \). We show that the lasso \( \nu'_i \) violates our requirement for \( \nu_i \) and thus we reach a contradiction. Let \( \nu_1 = u \cdot v \), where \( u \) is a simple path from the initial state and \( v \) is a simple cycle. Thus,

\[
\text{cost}_i(S^*) = \text{cost}_i(S^*, u) + \text{cost}_i(S^*, v) \leq \text{cost}_i(S^*, u \cup \nu'_i) + |u \backslash \nu'_i| + |v|.
\]

Also,

\[
\text{cost}_i(S') = \text{cost}_i(S', u \cup \nu'_i) + \text{cost}_i(S', \nu'_i \cap v) + |\nu'_i \backslash \nu_i| \geq \text{cost}_i(S^*, u \cup \nu'_i) + |\nu'_i \backslash \nu_i|.
\]

Subtracting both inequalities we get:

\[
\text{cost}_i(S^*) - \text{cost}_i(S') \leq |u \backslash \nu'_i| + |v| - |\nu'_i \backslash \nu_i|.
\]
Since \( \text{cost}_i(S') - \text{cost}_i(S^*) > 0 \), we get:

\[
|\nu'_i \setminus \nu_i| > |u \setminus \nu'_i| + |v|,
\]

which is a contradiction to the resistance of \( \mathcal{A} \), and we are done. \( \square \)

A corollary of Theorem 5.1 is the following:

**Corollary 5.2** For resistant semi-weak games, we have \( \text{PoS} = 1 \).

We note that resistance can be defined also in WFAs with non-uniform costs, with \( \text{cost}(\nu) \) replacing \( |\nu| \). Resistance, however, is not sufficient in the *slightly* stronger model where the WFA is single-letter and all-accepting but not uniform-cost. Indeed, given \( k \), we show a such a game in which the PoS is \( kx \), for a parameter \( x \) that can be arbitrarily close to 1. Consider the WFA \( A \) in Figure 5. Note that \( \mathcal{A} \) has a single lasso and is thus a resistant WFA. The parameter \( \ell_1 \) is a function of \( x \), and the players’ objectives are single words of lengths \( \ell_1 > \ell_2 > \ldots > \ell_k > 0 \). Similar to the proof of Theorem 3.2, there is only one NE in the game, which is when all players choose the left chain. The social optimum is attained when all players use the self-loop, and thus for a game in this family, \( \text{PoS} = \frac{kx}{k} \). Since \( x \) tends to 1, we have \( \text{PoS} = k \) for resistant all-accepting single-letter games.

Figure 6: A resistant all-accepting single-letter game in which the PoS tend to \( k \).

### 6 Surprises in Symmetric Instances

In this section we consider the class of symmetric instances, where all players share the same objective. That is, there exists a language \( L \), such that for all \( 1 \leq i \leq k \), we have \( L_i = L \). In such instances it is tempting to believe that the social optimum is also a NE, as all players evenly share the cost of the solution that optimizes their common objective. While this is indeed the case in all known symmetric games, we show that, surprisingly, this is not valid for \( \mathcal{AF} \)-games, in fact already for the class of one-letter, all accepting, unit-cost and single-word instances.

Moreover, we start by showing that a NE need not exist in general symmetric instances.

**Theorem 6.1** Symmetric instances of \( \mathcal{AF} \)-games need not have a pure NE.
Proof: Consider a WFA $A$ consisting of a single accepting state with two self loops, labeled $(a, 1)$ and $(b, \frac{5}{14} - \epsilon)$. Let $n_1$ and $n_2$ be such that $0 < n_2 < n_1$. We define $L = a^6 + ab^{n_1} + aab^{n_2} + aab$. We denote the 4 strategies available to each of the players by $A, B, C, \text{ and } D$, with $A = (6, 0)$ indicating 6 uses of the $a$ transition and 0 uses of the $b$ transition, $B = (1, n_1)$, $C = (2, n_2)$, and $D = (3, 1)$.

In order to show that there is no NE, we only have to show that the four profiles in which the players follow the same strategy are not a NE. Indeed, it is easy to see that for every other profile, one of the players would deviate to one of these profiles. Now, in profile $\langle A, A \rangle$ both players pay $\frac{1}{2}$ as they split the cost of the $a$-transition evenly. This is not a NE as Player 1 (or, symmetrically, Player 2) would deviate to $\langle B, A \rangle$, where he pays $\frac{1}{4}$ for the $a$-transition and the full price of the $b$-transition, which is $\frac{5}{14} - \epsilon$, thus he pays $\frac{1}{2} - \epsilon$.

In profile $\langle B, B \rangle$, both players pay $\frac{1}{2}$ for the $a$-transition plus $\frac{5}{28} - \epsilon$ for the $b$-transition, which sums to $0.678 - \epsilon$. This is not a NE, as Player 1 would deviate to $\langle C, B \rangle$, where he pays $\frac{2}{3}$ for the $a$-transition and, as $n_2 < n_1$, only $\epsilon$ for the $b$-transition.

In profile $\langle C, C \rangle$, again both players pay $0.678 - \epsilon$. By deviating to $\langle D, C \rangle$, Player 1 reduces his payment to $\frac{3}{5} + \epsilon$. Finally, in profile $\langle D, D \rangle$, both players pay $0.678 - \epsilon$ and when deviating to $\langle A, D \rangle$, Player 1 reduces his payment to $\frac{6}{5}$. \hfill $\square$

We turn to study the equilibrium inefficiency, starting with the PoA. It is easy to see that in symmetric AF games, we have $PoA = k$. This bound is achieved, as in the classic network-formation game, by a network with two parallel edges labeled by $a$ and having costs $k$ and 1. The players all have the same specification $L = \{a\}$. The profile in which all players select the expensive path is a NE. We show that $PoA = k$ is achieved even for weak symmetric instances.

**Theorem 6.2** The PoA equals the number of players, already for weak symmetric instances.

Proof: We show a lower bound of $k$. The example is a generalization of the PoA in cost sharing games [2]. For $k$ players, consider the weak instance depicted in Figure 6, where all players have the length $k$. Intuitively, the social optimum is attained when all players use the loop $\langle q_0, q_0 \rangle$ and thus $OPT = 1$. The worst NE is when all players use the run $q_0q_1 \ldots q_k$, and its cost is clearly $k$. Formally, there are two NEs in the game:

- The cheap NE is when all players use the loop $\langle q_0, q_0 \rangle$. This is indeed a NE because if a player deviates, he must buy at least the transition $\langle q_0, q_1 \rangle$. Thus, he pays at least 1, which is higher than $\frac{1}{k}$, which is what he pays when all players use the loop.
The expensive NE is when all players use the run $q_0, q_1, \ldots, q_k$. This is a NE because a player has two options to deviate. Either to the run that uses only the loop, which costs 1, or to a run that uses the loop and some prefix of $q_0, q_1, \ldots, q_k$, which costs at least $1 + \frac{1}{k}$. Since he currently pays 1, he has no intention of deviating to either runs.

Since the cheap NE costs 1 and the expensive one costs $k$, we get $PoA = k$.

![Figure 7: The WFA $A$ for which a symmetric game with $|L| = 1$ achieves $PoA = k$.]

We now turn to the PoS analysis. We first demonstrate the anomaly of having $PoS > 1$ with the two-player game appearing in Figure 8. All the states in the WFA $A$ are accepting, and the objectives of both players is a single long word. The social optimum is when both players traverse the loop $q_0, q_1, q_0$. Its cost is $2 + \epsilon$, so each player pays $1 + \frac{\epsilon}{2}$. This, however, is not a NE, as Player 1 (or, symmetrically, Player 2) prefers to deviate to the run $q_0, q_1, q_1, q_1, \ldots$, where he pays the cost of the loop $q_1, q_1$ and his share in the transition from $q_0$ to $q_1$. We can choose the length of the objective word and $\epsilon$ so that this share is smaller than $\frac{\epsilon}{2}$, justifying his deviation. Note that the new situation is not a NE either, as Player 2, who now pays 2, is going to join Player 1, resulting in an unfortunate NE in which both players pay 1.5.

![Figure 8: The WFA $A$ for which the SO in a symmetric game is not a NE.]

It is not hard to extend the example from Figure 8 to $k > 2$ players by changing the 2-valued transition to $k$, and adjusting $\epsilon$ and the lengths of the players accordingly. The social optimum and the only NE are as in the two-player example. Thus, the $PoS$ in the resulting game is $1 + \frac{1}{k}$. A higher lower bound of $1 + \frac{1}{k-1}$ is shown in the following theorem. Although both bounds tend to 1 as $k$ grows to infinity, this bound is clearly stronger. Also, for $k = 2$, the bound $PoS = 1 + \frac{1}{k-1} = 2$ is tight. We conjecture that $\frac{k}{k-1}$ is tight for every $k > 1$.

**Theorem 6.3** In a symmetric $k$-player game, the $PoS$ is at least $\frac{k}{k-1}$.
Proof: For $k \geq 2$, we describe a family of symmetric games for which the PoS tends to $\frac{k}{k-1}$. For $n \geq 1$, the game $G_{\epsilon,n}$ uses the WFA that is depicted in Figure 9. Note that this is a one-letter instance in which all states are accepting. The players have an identical specification, consisting of a single word $w$ of length $\ell > 0$. We choose $\ell$ and $\epsilon_i = \epsilon_0 > \ldots > \epsilon_{n-1}$ as follows. Let $C_0, \ldots, C_n$ denote, respectively, the cycles with costs $(k^n + \epsilon_0), (k^{n-1} + \epsilon_1), \ldots, (k + \epsilon_{n-1}), 1$. Let $r_0, \ldots, r_n$ be lasso-runs on $w$ that end in $C_0, \ldots, C_n$, respectively. Consider $0 \leq i \leq n-1$ and let $P_i$ be the profile in which all players choose the run $r_i$. We choose $\ell$ and $\epsilon_i$ so that Player 1 benefits from deviating from $P_i$ to the run $r_{i+1}$, thus $P_i$ is not a NE. Note that by deviating from $r_i$ to $r_{i+1}$, Player 1 pays the same amount for the path leading to $C_i$. However, his share of the loop $C_i$ decreases drastically as he uses the $k^{n-i}$-valued transition only once whereas the other players use it close to $\ell$ times. On the other hand, he now buys the loop $C_{i+1}$ by himself. Thus, the change in his payment change is $\frac{1}{k} \cdot (k^{n-i} + \epsilon_i) - (\epsilon' + k^{n-(i+1)} + \epsilon_{i+1})$. We choose $\epsilon_{i+1}$ and $\ell$ so that $\frac{\epsilon}{k} > \epsilon' + \epsilon_{i+1}$, thus the deviation is beneficial.

![Figure 9: The network of the identical-specification game $G_{\epsilon,n}$, in which PoS tends to $\frac{k}{k-1}$.](image)

We claim that the only NE is when all players use the run $r_n$. Indeed, it is not hard to see that every profile in which a player selects a run that is not from $r_0, \ldots, r_n$ cannot be a NE. Also, a profile in which two players select runs $r_i$ and $r_j$, for $1 \leq i < j \leq n$, cannot be a NE as the player using $r_i$ can decreases his payment by joining the other player in $r_j$. Finally, by our selection of $\epsilon_1, \ldots, \epsilon_n$, and $\ell$, every profile in which all the players choose the run $r_i$, for $0 \leq i \leq n-1$, is not a NE.

Clearly, the social optimum is attained when all players choose the run $r_0$, and its cost is $k^n + \epsilon$. Since the cost of the only NE in the game is $\sum_{0 \leq i \leq n} k^{n-i}$, the PoS in this family of games tends to $\frac{k}{k-1}$ as $n$ grows to infinity and $\epsilon$ to 0.

Finally, we note that our hardness result in Theorem 4.3 implies that finding the social optimum in a symmetric AF-game is NP-complete. Indeed, since the social optimum is the cheapest run on some word in $L$, finding the best-response in a one-player game is equivalent to finding the social optimum in a symmetric game. This is contrast with other cost-sharing and congestion game (e.g. [22], where the social optimum in symmetric games can be computed using a reduction to max-flow).
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Abstract

_Synthesis_ is the automated construction of a system from its specification. In real life, hardware and software systems are rarely constructed from scratch. Rather, a system is typically constructed from a library of components. Lustig and Vardi formalized this intuition and studied LTL synthesis from component libraries. In real life, designers seek optimal systems. In this paper we add optimality considerations to the setting. We distinguish between quality considerations (for example, size – the smaller a system is, the better it is), and pricing (for example, the payment to the company who manufactured the component). We study the problem of designing systems with minimal quality-cost and price. A key point is that while the quality cost is individual – the choices of a designer are independent of choices made by other designers that use the same library, pricing gives rise to a resource-allocation game – designers that use the same component share its price, with the share being proportional to the number of uses (a component can be used several times in a design). We study both closed and open settings, and in both we solve the problem of finding an optimal design. In a setting with multiple designers, we also study the game-theoretic problems of the induced resource-allocation game.

1 Introduction

Synthesis is the automated construction of a system from its specification. The classical approach to synthesis is to extract a system from a proof that the specification is satisfiable. In the late 1980s, researchers realized that the classical approach to synthesis is well suited to _closed_ systems, but not to _open_ (also called _reactive_) systems [1, 28]. A reactive system interacts with its environment, and a correct system
should have a *strategy* to satisfy the specification with respect to all environments. It turns out that the existence of such a strategy is stronger than satisfiability, and is termed *reliability*.

In spite of the rich theory developed for synthesis, in both the closed and open settings, little of this theory has been reduced to practice. This is in contrast with verification algorithms, which are extensively applied in practice. We distinguish between algorithmic and conceptual reasons for the little impact of synthesis in practice. The algorithmic reasons include the high complexity of the synthesis problem (PSPACE-complete in the closed setting [32] and 2EXPTIME-complete in the open setting [28], for specifications in LTL) as well as the intricacy of the algorithms in the open setting – the traditional approach involves determinization of automata on infinite words [31] and a solution of parity games [22].

We find the argument about the algorithmic challenge less compelling. First, experience with verification shows that even nonelementary algorithms can be practical, since the worst-case complexity does not arise often. For example, while the model-checking problem for specifications in second-order logic has nonelementary complexity, the model-checking tool MONA [16] successfully verifies many specifications given in second-order logic. Furthermore, in some sense, synthesis is not harder than verification: the complexity of synthesis is given with respect to the specification only, whereas the complexity of verification is given with respect to the specification and the system, which is typically much larger than the specification. About the intricacy of the algorithms, in the last decade we have seen quite many alternatives to the traditional approach – Safraless algorithms that avoid determinization and parity games, and reduce synthesis to problems that are simpler and are amenable to optimizations and symbolic implementations [19, 25, 26].

The arguments about the conceptual and methodological reasons are more compelling. We see here three main challenges, relevant in both the closed and open settings. First, unlike verification, where a specification can be decomposed into sub-specifications, each can be checked independently, in synthesis the starting point is one comprehensive specification. This inability to decompose or evolve the specification is related to the second challenge. In practice, we rarely construct systems from scratch or from one comprehensive specification. Rather, systems are constructed from existing components. This is true for both hardware systems, where we see IP cores or design libraries, and software systems, where web APIs and libraries of functions and objects are common. Third, while in verification we only automate the check of the system, automating its design is by far more risky and unpredictable – there are typically many ways to satisfy a satisfiable or realizable specification, and designers will be willing to give up manual design only if they can count on the automated synthesis tool to construct systems of comparable quality. Traditional
synthesis algorithms do not attempt to address the quality issue.

In this paper we continue earlier efforts to cope with the above conceptual challenges. Our contribution extends both the setting and the results of earlier work. The realization that design of systems proceeds by composition of underlying components is not new to the verification community. For example, [20] proposed a framework for component-based modelling that uses an abstract layered model of components, and [14] initiated a series of works on interface theories for component-based design, possibly with a reuse of components in a library [15]. The need to consider components is more evident in the context of software, where, for example, recursion is possible, so components have to be equipped with mechanisms for call and return [4]. The setting and technical details, however, are different from these in the synthesis problem we consider here. The closer to our work here is [27], which studied LTL synthesis from reusable component libraries. Lustig and Vardi studied two notions of component composition. In the first notion, termed data-flow composition, components are cascaded so that the outputs of one component are fed to other components. In the second notion, termed control-flow composition, the composition is flat and control flows among the different components. The second notion, which turns out to be the decidable one [27], is particularly suitable for modelling web-service orchestration, where users are typically offered services and interact with different parties [3].

Let us turn now to the quality issue. Traditional formal methods are based on a Boolean satisfaction notion: a system satisfies, or not, a given specification. The richness of today’s systems, however, calls for specification formalisms that are multi-valued. The multi-valued setting arises directly in probabilistic and weighted systems and arises indirectly in applications where multi-valued satisfaction is used in order to model quantitative properties of the system like its size, security level, or quality. Reasoning about quantitative properties of systems is an active area of research in recent years, yielding quantitative specification formalisms and algorithms [13, 18, 12, 2, 11]. In quantitative reasoning, the Boolean satisfaction notion is refined and one can talk about the cost, or reward, of using a system, or, in our component-based setting, the cost of using a component from the library.

In order to capture a wide set of scenarios in practice, we associate with each component in the library two costs: a quality cost and a construction cost. The quality cost, as describes above, concerns the performance of the component and is paid each time the component is used. The construction cost is the cost of adding the component to the library. Thus, a design that uses a component pays its construction cost once. When several designs use the same component, they share its construction cost. This corresponds to real-life scenarios, where users pay, for example, for web-services, and indeed their price is influenced by the market.
demand.

In [5], the authors study the problem of synthesizing a hierarchical system from a library of components that satisfies a specification while attempting to find a succinct system. They assume that rather than one specification, the input is a sequence of specifications $\phi_1, \ldots, \phi_m$ that attempt to guide the synthesis. The construction is then incremental. At step $i$, a component that satisfies $\phi_i$ is added to the library. The component $C_m$ is then output as the final system.

We study synthesis from component libraries with costs in the closed and open settings. In both settings, the specification is given by means of a deterministic automaton $S$ on finite words (DFA). In the closed setting, the specification is a regular language over some alphabet $\Sigma$ and the library consists of box-DFAs (that is, DFAs with exit states) over $\Sigma$. In the open setting, the specification $S$ is over sets $I$ and $O$ of input and output signals, and the library consists of box-I/O-transducers. The boxes are black, in the sense that a design that uses components from the library does not see $\Sigma$ (or $I \cup O$) nor it sees the behavior inside the components. Rather, the mode of operation is as in the control-flow composition of [27]: the design gives control to one of the components in the library. It then sees only the exit state through which the component completes its computation and relinquishes control. Based on this information, the design decides which component gets control next, and so on.

In more technical details, the synthesis problem gets as input the specification $S$ as well as a library $\mathcal{L}$ of components $B_1, \ldots, B_n$. The goal is to return a correct design – a transducer $D$ that reads the exit states of the components and outputs the next component to gain control. In the closed setting, correctness means that the language over $\Sigma$ that is generated by the composition defined by $D$ is equal to the language of $S$. In the open setting, correctness means that the interaction of the composition defined by $D$ with all input sequences generates a computation over $I \cup O$ that is in the language of $S$.

We first study the problem without cost and reduce it to the solution of a two-player safety game $G_{C,S}$. In the closed setting, the game is of full information and the problem can be solved in polynomial time. In the open setting, the flexibility that the design have in responding to different input sequences introduces partial information to the game, and the problem is EXPTIME-complete. We note that in [27], where the open setting was studied and the specification is given by means of an LTL formula, the complexity is 2EXPTIME-complete, thus one could have

\footnote{It is possible to extend our results to specifications in LTL. We prefer to work with deterministic automata, as this setting isolates the complexity and technical challenges of the design problem and avoids the domination of the doubly-exponential complexity of going from LTL to deterministic automata.}
expected our complexity to be only polynomial. We prove, however, hardness in EXPTIME, showing that it is not just the need to transfer the LTL formula to a deterministic formalism that leads to the high complexity.

We then turn to integrate cost to the story. As explained above, there are two types of costs associated with each component $B_i$ in $L$. The first type, quality cost, can be studied for each design in isolation. We show that even there, the combinatorial setting is not simple. While for the closed setting an optimal design can be induced from a memoryless strategy of the designer in the game $G_{L,S}$, making the problem of finding an optimal design NP-complete, seeking designs of optimal cost may require sophisticated compositions in the open setting. In particular, we show that optimal designs may be exponentially larger than other correct designs\(^2\), and that an optimal design may not be induced by a memoryless strategy in $G_{L,S}$.

We are still able to bound the size of an optimal transducer by the size of $G_{L,S}$, and show that the optimal synthesis problem is NEXPTIME-complete.

The second type of cost, namely construction cost, depends not only on choices made by the designer, but also on choices made by designers of other specifications that use the library. Indeed, recall that the construction cost of a component is shared by designers that use this component, with the share being proportional to the number of uses (a component can be used several times in a design). Hence, the setting gives rise to a resource-allocation game \([30, 17]\). Unlike traditional resource-allocation games, where players’ strategies are sets of resources, here each strategy is a multiset – the components a designer needs. As has been the case in \([8]\), the setting of multisets makes the game less stable. We show that the game is not guaranteed to have a Nash Equilibrium (NE), and that the problem of deciding whether an NE exists is $\Sigma^p_2$-complete. We then turn to the more algorithmic related problems and show that the problems of finding an optimal design given the choices of the other designers (a.k.a. the best-response problem, in algorithmic game theory) and of finding designs that minimize the total cost for all specifications (a.k.a. the social optimum) are both NP-complete.

Recently, in \([9]\), the setting of synthesis from component libraries by multiple users has been considered also for the setting in which the costs of the components have congestion effects rather than cost-sharing as we study here. For example, components might model processors and cost can model performance. When many users use the same component, congestion increases and performance decreases.

While the cost model we describe above is suited for some settings, e.g., in cases where the goal is to minimize the number of states in the system, in other settings a computation-based cost model is more appropriate. For example, in a system that

\(^2\)Recall that “optimal” here refers to the quality-cost function.
issues grants upon requests, a goal of the designer can be to design a system that minimizes the waiting time for a grant once a request is received. A standard model for reasoning about such costs of computations is lattice automata [24]. Such an automaton assigns to each word a value which is an element of some lattice.

We study the closed synthesis problem from component libraries where the specification is given by a deterministic lattice automaton (LDFA, for short) and the components are box LDFAs. Thus, our goal is to compose the components in the library to construct an LDFA that is equivalent to the specification LDFA, where equivalence means that the two automata assign the same values to all words. We are able to show that the problem can be solved in polynomial time using a similar idea to that in Boolean setting. Our solution introduces a new type of LDFAs, which compensate for the lack of a canonical minimal LDFA [21] and might be of independent interest.

2 Preliminaries

Automata, transducers, and boxes A deterministic finite automaton (DFA, for short) is a tuple $A = \langle \Sigma, Q, \delta, q_0, F \rangle$, where $\Sigma$ is an alphabet, $Q$ is a set of states, $\delta : Q \times \Sigma \to Q$ is a partial transition function, $q_0 \in Q$ is an initial states, and $F \subseteq Q$ is a set of accepting states. We extend $\delta$ to words in an expected way, thus $\delta^* : Q \times \Sigma^* \to Q$ is such that for $q \in Q$, we have $\delta^*(q, \epsilon) = q$ and for $w \in \Sigma^*$ and $\sigma \in \Sigma$, we have $\delta^*(q, w \cdot \sigma) = \delta(\delta^*(q, w), \sigma)$. When $q = q_0$, we sometimes omit it, thus $\delta^*(w)$ is the state that $A$ reaches after reading $w$. We assume that all states are reachable from $q_0$, thus for every $q \in Q$ there exists a word $w \in \Sigma^*$ such that $\delta^*(w) = q$. We refer to the size of $A$, denoted $|A|$, as the number of its states.

The run of $A$ on a word $w = w_1, \ldots, w_n \in \Sigma^*$ is the sequence of states $r = r_0, r_1, \ldots, r_n$ such that $r_0 = q_0$ and for every $0 \leq i \leq n-1$ we have $r_{i+1} = \delta(r_i, w_{i+1})$. The run $r$ is accepting iff $r_n \in F$. The language of $A$, denoted $L(A)$, is the set of words $w \in \Sigma^*$ such that the run of $A$ on $w$ is accepting, or, equivalently, $\delta^*(w) \in F$. For $q \in Q$, we denote by $L(A^q)$ the language of the DFA that is the same as $A$ only with initial state $q$. Note that since $A$ is deterministic and $\delta$ is partial, there is at most one run of $A$ on each word.

A transducer models an interaction between a system and its environment. It is similar to a DFA except that in addition to $\Sigma$, which is referred to as the input alphabet, denoted $\Sigma_I$, there is an output alphabet, denoted $\Sigma_O$, and rather than being classified to accepting or rejecting, each state is labeled by a letter from $\Sigma_O$.

Formally, a transducer is a tuple $T = \langle \Sigma_I, \Sigma_O, Q, q_0, \delta, \nu \rangle$, where $\Sigma_I$ is an input alphabet, $\Sigma_O$ is an output alphabet, $Q$, $q_0$, and $\delta : Q \times \Sigma_I \to Q$ are as in a DFA,
ν : Q → Σ₀ is an output function. We require 𝒰 to be receptive. That is, δ is complete, so for every input word \( w \in \Sigma^*_t \), there is a run of 𝒰 on \( w \). Consider an input word \( w = w_1, \ldots, w_n \in \Sigma^*_t \). Let \( r = r_0, \ldots, r_n \) be the run of 𝒰 on \( w \). The computation of 𝒰 in \( w \) is then \( \sigma_1, \ldots, \sigma_n \in (\Sigma_I \times \Sigma_O)^* \), where for \( 1 \leq i \leq n \), we have \( \sigma_i = \langle w_i, \nu(r_{i-1}) \rangle \). We define the language of 𝒰, denoted \( L(𝒰) \), as the set of all its computations. For a specification \( L \subseteq (\Sigma_I \times \Sigma_O)^* \), we say that 𝒰 realizes \( L \) iff \( L(𝒰) \subseteq L \). Thus, no matter what the input sequence is, the interaction of 𝒰 with the environment generates a computation that satisfies the specification. For two words \( u \in \Sigma^*_I \) and \( v \in \Sigma^*_O \) of length \( n \) we define the product of the two words, denoted \( u \oplus v \), as \( w = w_1 \ldots w_n \in (\Sigma_I \times \Sigma_O)^* \), where, for \( 1 \leq i \leq n \), we have \( w_i = \langle u_i, v_i \rangle \).

By adding exit states to DFAs and transducers, we can view them as components from which we can compose systems. Formally, we consider two types of components. Closed components are modeled by box-DFAs and open components are modeled by box-transducers. A box-DFA augments a DFA by a set of exit states. Thus, a box-DFA is a tuple \( \langle \Sigma, Q, \delta, q_0, F, E \rangle \), where \( E \subseteq Q \) is a nonempty set of exit states. There are no outgoing transitions from an exit state. Also, the initial state cannot be an exit state and exit states are not accepting. Thus, \( q_0 \notin E \) and \( F \cap E = \emptyset \). Box-transducers are defined similarly, and their exit states are not labeled, thus \( \nu : Q \setminus E \to \Sigma_O \).

Component libraries A component library is a collection of boxes \( \mathcal{L} = \{ B_1, \ldots, B_n \} \). We say that \( \mathcal{L} \) is a closed library if the boxes are box-DFAs, and is an open library if the boxes are box-transducers. Let \( [n] = \{ 1, \ldots, n \} \). In the first case, for \( i \in [n] \), let \( B_i = \langle \Sigma, C_i, \delta_i, c_i^0, F_i, E_i \rangle \). In the second case, \( B_i = \langle \Sigma_I, \Sigma_O, C_i, \delta_i, c_i^0, \nu_i, E_i \rangle \). Note that all boxes in \( \mathcal{L} \) share the same alphabet (input and output alphabet, in the case of transducers). We assume that the states of the components are disjoint, thus for every \( i \neq j \in [n] \), we have \( C_i \cap C_j = \emptyset \). We use the following abbreviations \( \mathcal{C} = \bigcup_{i \in [n]} C_i \), \( \mathcal{C}_0 = \bigcup_{i \in [n]} \{ c_i^0 \} \), \( \mathcal{F} = \bigcup_{i \in [n]} F_i \), and \( \mathcal{E} = \bigcup_{i \in [n]} E_i \). We define the size of \( \mathcal{L} \) as \( |\mathcal{L}| \).

We start by describing the intuition for composition of closed libraries. A design is a recipe to compose the components of a library \( \mathcal{L} \) (allowing multiple uses) into a DFA. A run of the design on a word starts in an initial state of one of the components in \( \mathcal{L} \). We say that this component has the initial control. When a component is in control, the run uses its states, follows its transition function, and if the run ends, it is accepting iff it ends in one of the components’ accepting states. A component relinquishes control when the run reaches one of its exit states. It is then the design’s duty to assign control to the next component, which gains control through its initial state.

Formally, a design is a transducer \( \mathcal{D} \) with input alphabet \( \mathcal{E} \) and output alphabet
We can think of $D$ as running beside the components. When a component reaches an exit state $e$, then $D$ reads the input letter $e$, proceeds to its next state, and outputs the index of the component to gain control next. Note that $D$ does not read the alphabet $\Sigma$ and has no information about the states that the component visits. It only sees which exit state has been reached.

Consider a design $D = \langle C, [n], D, \delta, d^0, \nu \rangle$ and a closed library $L$. We formalize the behavior of $D$ by means of the composition DFA $A_{L, D}$ that simulates the run of $D$ along with the runs of the box-DFAs. Formally, $A_{L, D} = \langle \Sigma, Q_{L, D}, \delta_{L, D}, q_{L, D}^0, F_{L, D} \rangle$ is defined as follows. The set of states $Q_{L, D} = (C \setminus \mathcal{E}) \times D$ consists of pairs of a component state from $C$ and an design state from $S$. The component states are consistent with $\nu$, thus $Q_{L, D} = \bigcup_{i \in [n]} (C_i \setminus E_i) \times \{ q : \nu(q) = i \}$. In exit states, the composition immediately moves to the initial state of the next component, which is why the component states of $A_{L, D}$ do not include $\mathcal{E}$. Consider a state $\langle c, q \rangle \in Q_{L, D}$ and a letter $\sigma \in \Sigma$. Let $i \in [n]$ be such that $c \in C_i$. When a run of $A_{L, D}$ reaches the state $\langle c, q \rangle$, the component $B_i$ is in control. Recall that $c$ is not an exit state. Let $c' = \delta_i(c, \sigma)$. If $c' \notin E_i$, then $B_i$ does not relinquish control after reading $\sigma$ and $\delta_{L, D}(\langle c, q \rangle, \sigma) = \langle c', q \rangle$. If $c' \in E_i$, then $B_i$ relinquishes control through $c'$, and it is the design’s task to choose the next component to gain control. Let $q' = \delta(q, c')$ and let $j = \nu(q')$. Then, $B_j$ is the next component to gain control (possibly $j = i$). Accordingly, we advance $D$ to $q'$ and continue to the initial state of $B_j$. Formally, $\delta_{L, D}(\langle c, q \rangle, \sigma) = \langle c_j^0, q' \rangle$. (Recall that $c_j^0 \notin E_j$, so the new state is in $Q_{L, D}$.) Note also that a visit in $c'$ is skipped. The component that gains initial control is chosen according to $\nu(d^0)$. Thus, $q_{L, D}^0 = \langle c_j^0, d^0 \rangle$, where $j = \nu(d^0)$. Finally, the accepting states of $A_{L, D}$ are those in which the component state is accepting, thus $F_{L, D} = \mathcal{F} \times D$.

The definition of a composition for an open library is similar. There, the composition is a transducer $T_{L, D} = \langle \Sigma_I, \Sigma_O, Q_{L, D}, \delta_{L, D}, q_{L, D}^0, \nu_{L, D} \rangle$, where $Q_{L, D}$, $q_{L, D}^0$, and $\delta_{L, D}$ are as in the closed setting, except that $\delta_{L, D}$ reads letters in $\Sigma_I$, and $\nu_{L, D}(\langle c, q \rangle) = \nu_i(c)$, for $i \in [n]$ such that $c \in C_i$.

Consider a closed-library $L$, a design $D$, and the run $r$ of $A_{L, D}$ on $w = w_0 \cdots w_l$. We partition $w$ according to positions in which control is transferred among components. Equivalently, positions in which $r$ skips visits in exit states. Thus, $w = y_0 \cdots y_k$ is such that for all $0 \leq i < k$, we have that $y_i \in \Sigma^+$ and the composition $A_{L, D}$ takes a transfer transition exactly when it reads the last letter of $y_i$. An exception is $y_k$, which may be empty (this happens when $r$ ends upon entering the last component to gain control). We then say that $w$ is suffix-less. The definitions in the open setting are similar.
3 The Design Problem

The design problem gets as input a component library \( \mathcal{L} \) and a specification that is given by means of a DFA \( \mathcal{S} \). The problem is to decide whether there exists a correct design for \( \mathcal{S} \) using the components in \( \mathcal{L} \). In the closed setting, a design \( \mathcal{D} \) is correct if \( L(\mathcal{A}_{\mathcal{L},\mathcal{D}}) = L(\mathcal{S}) \). In the open setting, \( \mathcal{D} \) is correct if the transducer \( \mathcal{T}_{\mathcal{L},\mathcal{D}} \) realizes \( \mathcal{S} \). Our solution to the design problem reduces it to the problem of finding the winner in a turn-based two-player game, defined below.

A turn-based two-player game is played on an arena \( \langle V, \Delta, V_0, \alpha \rangle \), where \( V = V_1 \cup V_2 \) is a set of vertices that are partitioned between Player 1 and Player 2, \( \Delta \subseteq V \times V \) is a set of directed edges, \( V_0 \subseteq V \) is a set of initial vertices, and \( \alpha \) is an objective for Player 1, specifying a subset of \( V^\omega \). We consider here safety games, where \( \alpha \subseteq V \) is a set of vertices that are safe for Player 1. The game is played as follows. Initially, Player 1 places a token on one of the vertices in \( V_0 \). Assume the token is placed on a vertex \( v \in V \) at the beginning of a round. The player that owns \( v \) is the player that moves the token to the next vertex, where the legal vertices to continue to are \( \{v' \in V : \langle v, v' \rangle \in \Delta\} \). The outcome of the game is a play \( \pi \in V^\omega \). The play is winning for Player 1 if for every \( i \geq 1 \), we have \( \pi_i \in \alpha \). Otherwise, Player 2 wins.

A strategy for Player \( i \), for \( i \in \{1, 2\} \), is a recipe that, given a prefix of a play, tells the player what his next move should be. Thus, it is a function \( f_i : V^* \cdot V_i \rightarrow V \) such that for every play \( \pi \cdot v \in V^* \) with \( v \in V_i \), we have \( \langle v, f_i(\pi \cdot v) \rangle \in \Delta \). Since Player 1 moves first, we require that \( f_1(\epsilon) \) is defined and is in \( V_0 \). For strategies \( f_1 \) and \( f_2 \) for players 1 and 2 respectively, the play \( \text{out}(f_1, f_2) \in V^\omega \) is the unique play that is the outcome the game when the players follow their strategies. A strategy \( f_i \) for Player \( i \) is memoryless if it depends only in the current vertex, thus it is a function \( f_i : V_i \rightarrow V \).

A strategy is winning for a player if by using it he wins against every strategy of the other player. Formally, a strategy \( f_1 \) is winning for Player 1 iff for every strategy \( f_2 \) for Player 2, Player 1 wins the play \( \text{out}(f_1, f_2) \). The definition for Player 2 is dual. It is well known that safety games are determined, namely, exactly one player has a winning strategy, and admits memoryless strategies, namely, Player \( i \) has a winning strategy iff he has a memoryless winning strategy. Deciding the winner of a safety game can done in linear time.

**Solving the design problem** We describe the intuition of our solution for the design problems. Given a library \( \mathcal{L} \) and a specification \( \mathcal{S} \) we construct a safety game \( \mathcal{G}_{\mathcal{L},\mathcal{S}} \) such that Player 1 wins \( \mathcal{G}_{\mathcal{L},\mathcal{S}} \) iff there is a correct design for \( \mathcal{S} \) using the components in \( \mathcal{L} \). Intuitively, Player 1’s goal is to construct a correct design, thus he
chooses the components to gain control. Player 2 challenges the design that Player 1 chooses, thus he chooses a word (over \( \Sigma \) in the closed setting and over \( \Sigma_I \times \Sigma_O \) in the open setting) and wins if his word is a witness for the incorrectness of Player 1’s design.

**Closed designs** The input to the closed-design problem is a closed-library \( L \) and a DFA \( S \) over the alphabet \( \Sigma \). The goal is to find a correct design \( D \). Recall that \( D \) is correct if the DFA \( A_{L,D} \) that is constructed from \( L \) using \( D \) satisfies \( L(A_{L,D}) = L(S) \). We assume that \( S \) is the minimal DFA for the language \( L(S) \).

**Theorem 3.1** The closed-design problem can be solved in polynomial time.

**Proof:** Given a closed-library \( L \) and a DFA \( S = \langle \Sigma, S, \delta_S, s^0, F_S \rangle \), we describe a safety game \( G_{L,S} \) such that Player 1 wins \( G_{L,S} \) if there is a design of \( S \) using components from \( L \). Recall that \( L \) consists of box-DFAs \( B_i = \langle \Sigma, C_i, \delta_i, c_i^0, F_i, E_i \rangle \), for \( i \in [n] \), and that we use \( C, C_0, \mathcal{E}, \) and \( \mathcal{F} \) to denote the union of all states, initial states, exit states, and accepting states in all the components of \( L \). The number of vertices in \( G_{L,S} \) is \( |(C_0 \cup \mathcal{E}) \times S| \) and it can be constructed in polynomial time. Since solving safety games can be done in linear time, the theorem follows.

We define \( G_{L,S} = \langle V, E, V_0, \alpha \rangle \). First, \( V = (C_0 \cup \mathcal{E}) \times S \) and \( V_0 = C_0 \times \{s^0\} \). Recall that Player 1 moves when it is time to decide the next (or first) component to gain control. Accordingly, \( V_1 = \mathcal{E} \times S \). Also, Player 2 challenges the design suggested by Player 1 and chooses the word that is processed in a component that gains control, so \( V_2 = C_0 \times S \).

Consider a vertex \( \langle e, s \rangle \in V_1 \). Player 1 selects the next component to gain control. This component gains control through its initial state. Accordingly, \( E \) contains edges \( \langle \langle e, s \rangle, \langle c_i^0, s \rangle \rangle \), for every \( i \in [n] \). Note that since no letter is read when control is passed, we do not advance the state in \( S \). Consider a vertex \( v = \langle c_i^0, s \rangle \in V_2 \). Player 2 selects the word that is read in the component \( B_i \), or equivalently, he selects the exit state from which \( B_i \) relinquishes control. Thus, \( E \) contains an edge \( \langle \langle e_i^0, s \rangle, \langle e, s' \rangle \rangle \) iff there exists a word \( u \in \Sigma^* \) such that \( \delta_i^x(u) = e \) and \( \delta_S^x(s, u) = s' \).

We now turn to define the winning condition. All the vertices in \( V_1 \) are in \( \alpha \). A vertex \( v \in V_2 \) is not in \( \alpha \) if it is possible to extend the word traversed for reaching \( v \) to a witness for the incorrectness of \( D \). Accordingly, a vertex \( \langle c_i^0, s \rangle \) is not in \( \alpha \) if one of the following holds. First (“the suffix witness”), there is a finite word that is read inside the current component and witnesses the incorrectness. Formally, there is \( u \in \Sigma^* \) such that \( \delta_i^x(u) \in F_i \) and \( \delta_S^x(s, u) \notin F_S \), or \( \delta_i^x(u) \in C_i \setminus (F_i \cup E_i) \) and \( \delta_S^x(s, u) \in F_S \). Second (“the infix witness”), there are two words that reach the same exit state of the current component yet the behavior of \( S \) along them is different. Formally, there exist words \( u, u' \in \Sigma^* \) such that \( \delta_i^x(u) = \delta_i^x(u') \in E_i \) and...
\( \delta_\ast^\ast(s,u) \neq \delta_\ast^\ast(s,u') \). Intuitively, the minimality of \( S \) enables us to extend either \( u \) or \( u' \) to an incorrectness witness. Given \( L \) and \( S \), the game \( G_{L,S} \) can be constructed in polynomial time.

We claim that there is a correct design \( D \) iff Player 1 wins \( G_{L,S} \). Assume first that there is a correct design \( D = \langle \mathcal{E}, [n], D, \delta, d^0, \nu \rangle \), thus \( L(A_{L,D}) = L(S) \). We construct a winning strategy \( f_D \) for Player 1. The strategy \( f_D \) proceeds like \( D \). First, \( f_D(\varepsilon) = \langle e_0^0, s^0 \rangle \), with \( i = \nu(d^0) \). Then, for a finite play \( \pi \), let \( \langle e_0, s_0 \rangle, \langle e_1, s_1 \rangle \ldots \langle e_m, s_m \rangle \) be its projection on \( V_1 \). Thus, \( e_0, \ldots, e_m \in E \) and \( s_0, \ldots, s_m \in S \). We define \( f_D(\pi) = \langle e_0^0, s_m \rangle \), for \( i = \nu(\delta_\ast^\ast(e_0, \ldots, e_m)) \).

We claim that \( f_D \) is a winning strategy. Assume towards contradiction that there is a Player 2 strategy \( f_2 \) that wins against \( f_D \). Let \( \pi = \text{out}(f_D, f_2) \), let \( \langle e_i^0, s \rangle \) be its first vertex that is not in \( \alpha \), and let \( w \) be the word in \( \Sigma^* \) that Player 2 follows along the prefix of \( \pi \) that reaches \( \langle e_i^0, s \rangle \). Finally, let \( d \in D \) be such that \( \langle e_i^0, d \rangle \) is the state that \( A_{L,D} \) reaches when it reads \( w \). Since we define \( f_D \) to agree with \( D \), then the component state of this state in \( A_{L,D} \) is indeed \( e_i^0 \).

We distinguish between two cases. First, if \( \langle e_i^0, s \rangle \) exits \( \alpha \) because of a suffix witness, let \( u, u' \in \Sigma^* \) such that \( \delta_\ast^\ast(u) \in F_i \) and \( \delta_\ast^\ast(s, u) \neq F_S \). (The case where \( \delta_\ast^\ast(u) \notin (F_i \cup E_i) \) and \( \delta_\ast^\ast(s, u) \in F_S \) is similar). Let \( e = \delta_\ast^\ast(u) \). The run of \( A_{L,D} \) on \( w \cdot u \) ends in the state \( \langle e_i^0(u), s \rangle \). Since \( \delta_\ast^\ast(u) \in F_i \), we have \( w \cdot u \in L(A_{L,D}) \). By the definition of \( E \), we have that \( \delta_\ast^\ast(w) = s \). Since \( \delta_\ast^\ast(s, u) \neq F_S \), we have \( w \cdot u \notin L(S) \). Thus, \( L(A_{L,D}) \neq L(S) \), and we reach a contradiction to the correctness of \( D \).

In the second case, of an infix witness, there exist words \( u, u' \in \Sigma^* \) such that \( \delta_\ast^\ast(u) = \delta_\ast^\ast(u') \in E_i \) and \( \delta_\ast^\ast(s, u) = p \neq p' = \delta_\ast^\ast(s, u') \). Since \( S \) is a minimal DFA for \( L(S) \), we have \( L(S^p) \neq L(S^{p'}) \). Thus, wlog, there is a word \( z \in L(S^p) \setminus L(S^{p'}) \). Recall that \( \delta_\ast^\ast_{L,D}(w) = \langle e_i^0, d \rangle \). Let \( d' = \delta_\ast_D(d, e) \) and \( j = \nu(d') \). Since \( \delta_\ast^\ast_{L,D}(w \cdot u) = \delta_\ast^\ast_{L,D}(w \cdot u') = \langle e_j^0, d' \rangle \), we have \( \delta_\ast^\ast_{L,D}(w \cdot u \cdot z) = \delta_\ast^\ast_{L,D}(w \cdot u' \cdot z) \). Thus, \( w \cdot u \cdot z \in L(A_{L,D}) \) iff \( w \cdot u' \cdot z \in L(A_{L,D}) \). However, \( w \cdot u \cdot z \in L(S) \) and \( w \cdot u' \cdot z \notin L(S) \). Thus, we reach a contradiction to the correctness of \( D \), and we are done.

Assume now that Player 1 wins the game \( G_{L,S} \). Let \( f \) be a memoryless winning strategy for Player 1. We construct a correct design \( D_f \) from \( f \). Note that all the successors of a vertex in \( V_1 \) are in \( V_2 \). Thus, \( f : V_1 \to V_2 \). We define \( D_f = \langle \mathcal{E}, [n], D, \delta, s^0, \nu \rangle \) as follows. First, \( D = V_2 = C_0 \times S \). Consider a state \( v = \langle e_i^0, s \rangle \in V_2 \cap \alpha \). Recall that \( e_i^0 \) is the initial state of the component \( B_i \). Since \( v \in \alpha \), the lack of an infix witness implies that for every exit state \( e \in E_i \) there is exactly one state \( s' \in S \) such that \( \langle \langle e_i^0, s \rangle, \langle e, s' \rangle \rangle \in E \). We define \( \delta(v, e) = f(\langle e, s' \rangle) \). Note that if \( v \notin \alpha \) or \( e \notin E_i \), then we can define \( \delta(v, e) \) arbitrarily. The labeling function \( \nu \) is defined as expected, with \( \nu(\langle e_i^0, s \rangle) = i \).

We prove that \( D_f \) is a correct design. Assume towards contradiction that there is a word \( w \in L(A_{L,D,f}) \setminus L(S) \). The case where \( w \in L(S) \setminus L(A_{L,D,f}) \) is similar. Consider
the run \( r \) of \( A_{L,D_f} \) on \( w \). Let \( B_{i_1}, \ldots, B_{i_m} \in L^* \) be sequence of components that \( r \) traverses and \( e_{i_1}, \ldots, e_{i_{m-1}} \in \mathcal{E}^* \) be the corresponding exit states. Let \( y_1, \ldots, y_m \) be the partition of \( w \) according to \( D \). Thus, for \( 1 \leq j < m \), we have \( y_j \in \Sigma^+ \) and \( \delta^*_j(y_j) = e_{i_j} \in E_{i_j} \), and \( y_m \in \Sigma^* \). Since \( w \in L(A_{L,D_f}) \), we have \( \delta^*_m(w_m) \in F_{i_m} \). Note that the word \( y_1 \cdots y_{m-1} \in \Sigma^* \) is suffix-less, thus \( \delta^*_m(y_1 \cdots y_{m-1}) \in \langle e_{i_m}^0, d \rangle \) for some \( d \in D \) with \( \nu(d) = i_m \). Since we defined \( D_f \) to agree with \( f \) on the components that gain control, the finite play \( \pi \) that is the outcome of the game when Player 1 plays \( f \) and Player 2 chooses the exit states \( e_{i_1}, \ldots, e_{i_{m-1}} \) reaches the Player 2 vertex \( v = \langle e_{i_m}^0, s \rangle \in V_2 \), for \( s \in S \) such that \( \delta^*_S(y_1 \cdots y_{m-1}) = s \). We claim that \( v \notin \alpha \). Indeed, \( \delta^*_i(y_m) \in F_i \) and since \( w \notin L(S) \), we have \( y_m \notin L(S^*) \). Thus, \( \pi \) is a winning play for Player 2, contradicting our assumption that \( f \) is a winning strategy, and we are done. \( \square \)

**Open designs** We continue to study the open setting. Recall that there, the input is a DFA \( S \) over the alphabet \( \Sigma_I \times \Sigma_O \) and an open library \( L \). The goal is to find a correct design \( D \) or return that no such design exists, where \( D \) is correct if the composition transducer \( T_{L,D} \) realizes \( L(S) \).

Lustig and Vardi [27] studied the design problem in a setting in which the specification is given by means of an LTL formula. They showed that the problem is 2EXPTIME-complete. Given an LTL formula one can construct a deterministic parity automaton that recognizes the language of words that satisfy the formula. The size of the automaton is doubly-exponential in the size of the formula. Thus, one might guess that the design problem in a setting in which the specification is given by means of a DFA would be solvable in polynomial time. We show that this is not the case and that the problem is EXPTIME-complete. As in [27], our upper bound is based on the ability to “summarize” the activity inside the components. Starting with an LTL formula, the solution in [27] has to combine the complexity involved in the translation of the LTL formula into an automaton with the complexity of finding a design, which is done by going throughout a universal word automaton that is expanded to a tree automaton. Starting with a deterministic automaton, our solution directly uses games. The interesting contribution, however, is the lower bound, showing that problem is EXPTIME-hard even when the specification is given by means of a deterministic automaton. We start with the upper bound.

**Theorem 3.2** The open-design problem is in \( \text{EXPTIME} \).

**Proof:** Given an open-library \( L \) and a DFA \( S = \langle \Sigma_I \times \Sigma_O, S, \delta_S, s^0, F_S \rangle \), we describe a safety game \( G_{L,S} \) such that Player 1 wins \( G_{L,S} \) iff there is a design for \( S \) using components from \( L \). The number of vertices in \( G_{L,S} \) is exponential in \( S \) and
C. Since solving safety games can be done in linear time, membership in EXPTIME follows.

We define $G_{L,S} = \langle V, E, V_0, \alpha \rangle$ as follows.\(^4\) Recall that $C$, $C_0$, $E$, and $F$ are the union of all states, initial states, exit states, and accepting states in all the components of $L$. We define $V = (C_0 \cup E) \times 2^S$ with $V_1 = E \times 2^S$ and $V_2 = C_0 \times 2^S$. Also, $V_0 = C_0 \times \{\{s^0\}\}$. As in the closed-setting, Player 1 selects the components that gain control, thus for a vertex $(e, T) \in V_1$ we have $\langle (e, T), \langle c_1^0, T \rangle \rangle \in E$, for every $c_1^0 \in C_0$. Player 2 selects the word that is processed in the component, or equivalently, the exit state from which it relinquishes control, thus for a vertex $v = \langle c_1^0, T \rangle \in V_2$ we have $\langle \langle c_1^0, T \rangle, \langle e, T' \rangle \rangle \in E$ iff for every $s' \in T'$ there is a state $s \in T$ and a word $u \in \Sigma_i^*$ such that $\delta^+(u) = e$ and, assuming $w \in (\Sigma_I \times \Sigma_O)^*$ is the computation of $B_i$ that corresponds to $u$, we have $\delta_S^+(s, w) = s'$. Note that for $c_1^0 \in C_0$, $T \in 2^S$, and $e \in E$, there is at most one, nonempty, subset $T' \in 2^S$ such that $\langle \langle c_1^0, T \rangle, \langle e, T' \rangle \rangle \in E$. The set of vertices that are loosing for Player 1 consists of states $\langle c_1^0, T \rangle \in V_2$ from which Player 2 can generate a suffix-witness to the incorrectness of the design. Formally, $\langle c_1^0, T \rangle \in \alpha$ iff there exists $u \in L(B_i)$ and $s \in T$ such that $u \notin L(S^*)$.

We claim that there is a correct design $D$ iff Player 1 wins $G_{L,S}$. For the first direction, consider a correct design $D$, thus $L(T_{L,D}) \subseteq L(S)$. We construct a winning Player 1 strategy $f_D$. Recall that a design reads exit states and outputs components. Further recall that assuming the game does not end, a Player 2 move is a choice of an exit state. We define $f_D$ so that it responds to Player 2’s choice the same way $D$ responds. We define $f_D(e) = \langle c_1^0, \{\{s^0\}\} \rangle$ for $i = \nu(d^0)$, thus $f_D$ and $D$ assign initial control to the same component. Consider a finite play $\pi$ and let $\langle e_1, T_1 \rangle, \ldots, \langle e_m, T_m \rangle$ be the projection of $\pi$ on $V_2$, thus $e_1, \ldots, e_m \in E$ and $T_1, \ldots, T_m \in 2^S$. We define $f_D(\pi) = \langle c_1^0, T_m \rangle$ where $\nu(\delta_T^+(e_1, \ldots, e_m)) = i$.

We claim that $f_D$ is a winning strategy. Assume towards contradiction that there is a Player 2 strategy $f_w$ that wins against $f_D$. Let $\pi = \langle c_1^0, \{s^0\} \rangle, \langle e_1, T_1 \rangle, \langle e_2, T_2 \rangle, \ldots, \langle e_{i-1}, T_{i-1} \rangle, \langle e_i, T_i \rangle, \langle e_{i+1}, T_{i+1} \rangle, \langle e_m, T_m \rangle$ be the finite losing prefix of $\text{out}(f_D, f_w)$, thus $\langle c_1^0, T_m \rangle \notin \alpha$. Since $\langle c_1^0, T_m \rangle \notin \alpha$ there is a state $s_m \in T_m$ and a word $w_m \in L(B_i)$ such that $w_m \notin L(S^*)$. It is not hard to see that there are words $w_1, \ldots, w_{m-1} \in (\Sigma_I \times \Sigma_O)^*$ and states $s_1, \ldots, s_{m-1} \in S$ such that for $1 \leq j \leq m - 1$ we have $w_j \in L(B_i)$, $\delta_T^+(c_1^0, w_j) = e_j$, $\delta_S^+(s_j, w_j) = s_{j+1}$. It is not hard to see that since we defined $f_D$ to agree with $D$, the components that gain control in the run of $T_{L,D}$ on $w = w_1 \cdots w_m$ are $B_{i_1} \cdots B_{i_m}$, thus it is possible to prove by induction that $w \in L(T_{L,D})$. Moreover, the run of $S$ on $w$ is not accepting.

\(^4\)A different way to construct $G_{L,S}$ would be to go through a partial-information game (see Theorem 3.3) with vertices in $C \times S$, where Player 1 cannot distinguish between vertices $\langle e, d \rangle$ and $\langle e, d' \rangle$ for $e \in E$ and $d, d' \in S$. The game $S$ is the corresponding game. We describe it directly, which also shows that the exponential dependency is only in $S$. 
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thus \( w \in L(T_{\mathcal{L},D}) \setminus L(S) \), and we reach a contradiction to the correctness of \( D \).

We continue to the second direction. Assume Player 1 wins the game \( G_{\mathcal{L},S} \). Thus, he has a memoryless winning strategy \( f_D \) from which we construct a design \( D \). Intuitively, in \( D \), we skip exit states and proceed according to \( f_D \). Thus, the states of \( D \) are \( V_2 = \mathcal{C}_0 \times 2^S \). Consider a state \( \langle \mathcal{E}_0, T \rangle \in V_2 \), where recall that \( \mathcal{E}_0 \) is the initial state of the component \( B_i \in \mathcal{L} \), and an exit state \( e \in E_i \) of \( B_i \). Recall that there is a unique subset \( T' \in 2^S \) such that \( \langle \langle \mathcal{E}_0, T \rangle, \langle e, T' \rangle \rangle \in E \). We define \( \delta_D(\langle \mathcal{E}_0, T \rangle, e) = f_D(\langle e, T' \rangle) \).

We claim that \( D \) is a correct design. Assume towards contradiction that there is a word \( w \in L(T_{\mathcal{L},D}) \setminus L(S) \). Consider the run \( r \) of \( T_{\mathcal{L},D} \) on \( w \). Let \( \mathcal{B}_1, \ldots, \mathcal{B}_{m} \in \mathcal{L}^* \) be sequence of components that \( r \) traverses. Let \( w_1, \ldots, w_m \) be the partition of \( w \) according to \( D \). That is, for \( 1 \leq j \leq m \), the subword \( w_j \) is induced while \( r \) is in component \( \mathcal{B}_i \) and \( \delta_{\mathcal{E}_i}(w_j) \in E_i \). Let \( \pi_w = e_{i_1}, \ldots, e_{i_m-1} \in \mathcal{E}^* \) be the exit states that \( r \) visits. Note that since \( B_{i_m} \) gains control last the word \( w_1 \cdot \ldots \cdot w_{m-1} \) is suffix-less, thus \( \delta_{\mathcal{E}_i}(w_1 \cdot \ldots \cdot w_{m-1}) = \langle \mathcal{E}_{i_m}, d \rangle \) for some \( d \in D \) having \( \nu(d) = i_m \). Moreover, \( w_m \in L(\mathcal{B}_{i_m}) \). Since we defined \( D \) to agree with \( f_D \) on the components that gain control, the finite play \( \pi \) that is the outcome of the game when Player 1 plays \( f_D \) and Player 2 chooses the exit states \( e_{i_1}, \ldots, e_{i_{m-1}} \) reaches the Player 2 vertex \( v = \langle \mathcal{E}_{i_m}, T \rangle \in V_2 \), for some \( T \in 2^S \). We claim that \( v \neq \alpha \). Indeed, the definition of \( E \) implies that there is a vertex \( s \in T \) such that \( \delta_\mathcal{E}_i(w_1 \cdot \ldots \cdot w_{m-1}) = s \). Since \( w \notin L(S) \), we have \( w_m \notin L(S^*) \) and \( w_m \in L(\mathcal{B}_{i_m}) \). Thus, \( \pi \) is a winning play for Player 2, contradicting our assumption that \( f_D \) is a winning strategy, and we are done.

We continue to study the lower bound.

**Theorem 3.3** The open-design problem is EXPTIME-hard.

**Proof:** We describe a reduction from the problem of deciding whether Player 1 has a winning strategy in a partial-information safety game, known to be EXPTIME-complete [10].

Partial-information games (PI games, for short) are a variant of the full-information games (FI games, for short) defined above in which Player 1 has imperfect information [29]. The vertices, which we refer to as locations, denoted \( L \), are partitioned into observations, denoted \( \mathcal{O} \). Player 1 is unaware of the location on which the token is placed and is only aware of the observation it is in. Accordingly, in his turn, Player 1 cannot select the next location to move the token to. Instead, the edges in the game are labeled with actions, denoted \( \Gamma \). In each round, Player 1 selects an action and Player 2 resolves nondeterminism and chooses the next location the token moves to. Initially, the token is placed on \( l^0 \in L \). The set of labeled edges in
the game is $\Lambda \subseteq L \times \Gamma \times L$, and the safety objective $\alpha$ is given with respect to the observations, thus $\alpha \subseteq \mathcal{O}$.

Formally, a PI game is played on an arena $\langle \Gamma, L, \mathcal{O}, l_0, \Upsilon, \alpha \rangle$, where $\Gamma$ is a set of actions, $L$ is a set of locations, $\mathcal{O} \subseteq 2^L$ is a set of observations that form a partition of $L$ (that is, $\mathcal{O} = \{L_1, \ldots, L_k\}$ where for all $i \neq j \in [k]$, we have that $L_i \cap L_j = \emptyset$, and $\bigcup_{i \in [k]} L_i = L$), $l_0 \in L$ is an initial location, $\Upsilon \subseteq L \times \Gamma \times L$ are labeled edges, and $\alpha$ is a winning condition defined with respect to $\mathcal{O}$. In particular, in safety games $\alpha \subseteq \mathcal{O}$ are safe observations for Player 1. We require that for every location $l \in L$ and action $a \in \Gamma$, there is a location $l' \in L$ such that $\langle l, a, l' \rangle \in \Upsilon$.

The game proceeds similarly to FI games. At the beginning of the game, a token is placed on the initial location $l_0$. Assume the token is on a location $l \in L$. Player 1 moves first and selects an action $a \in \Gamma$. Player 2 resolves non-determinism and selects a location $l' \in L$ such that $\langle l, a, l' \rangle \in \Upsilon$. Since Player 1 only observes the member in $\mathcal{O}$ in which $l$ is, a strategy for Player 1 is a function $f_1 : (\mathcal{O} \cdot \Gamma)^* \cdot \mathcal{O} \rightarrow \Gamma$. Since Player 2 has complete information, a strategy for him is a function $f_2 : L^+ \cdot \Gamma \rightarrow L$ such that for a play $\pi = l_0, \ldots, l_m$ and an action $a \in \Gamma$, we have $\langle l_m, a, f_2(\pi, a) \rangle \in \Upsilon$. The definition of winning strategies are as in the full-information setting.

Consider a PI safety game $G = \langle \Gamma, L, \mathcal{O}, l_0^0, \Upsilon, \alpha \rangle$. We construct a library $\mathcal{L}$ and a DFA $\mathcal{S}$ such that there is a correct design for $\mathcal{S}$ using the components of $\mathcal{L}$ iff Player 1 wins $G$. Recall that a design reads an exit state and outputs the component that gets control next. Also, a Player 1 strategy in $G$ reads observations and outputs actions. Accordingly, the library $\mathcal{L}$ consists of box-transducers $B_a$, one for every action $a \in \Gamma$. The exit states of the components correspond to the observations in $\mathcal{O}$. That is, when a component exits through an observation $L_i \in \mathcal{O}$, the design decides which component $B_a \in \mathcal{L}$ gains control, which corresponds to a Player 1 strategy that chooses the action $a \in \Gamma$ from the observation $L_i$.

Next, we define words to correspond to Player 2 strategies. Recall that Player 2 resolves nondeterminism in $G$. That is, when the token is in location $l \in L$ and Player 1 selects an action $a \in \Gamma$, Player 2 selects an edge $\langle l, a, l' \rangle \in \Upsilon$ and the token moves to the location $l'$. Accordingly, $\Sigma_I = \Upsilon$, thus a word in $\Sigma_I^*$ is a sequence of edges. We define the specification $\mathcal{S}$ so that a word witnesses the incorrectness of the design only if it corresponds to a loosing path in $G$, where $\langle l_0, a_1, l'_1 \rangle, \langle l_1, a_2, l'_2 \rangle, \langle l_2, a_2, l'_3 \rangle, \ldots, \langle l_{m-1}, a_{m-1}, l'_m \rangle \in \Upsilon^*$ is a loosing path if for all $1 \leq i \leq m - 1$ we have that $l'_i = l_i$ and $l'_m \notin \alpha$.

Finally, we define the components so that a correct design corresponds to a winning Player 1 strategy. For $a \in \Gamma$, the component $B_a \in \mathcal{L}$ can process every edge that is labeled with $a$. When reading such an edge it relinquishes control, and when reading an edge that is labeled with $b \neq a$, the component enters a sink which is intuitively a rejecting sink. Thus, in order to avoid processing a word $w = t_1 \ldots t_m$
that corresponds to a loosing path, a design must assign control to some component \( B_a \) with \( a \neq a_i \), after reading the input prefix \( t_1 \ldots t_{i-1} \), for \( 1 \leq i \leq m \).

Formally, for \( a \in \Gamma \), we define the box-transducer \( B_a = \langle \Upsilon, \{ \top, \bot \}, \{ e_a^{(0)}, e_a^{(rej)} \} \cup \mathcal{O}, (e_a^{(0)}, \delta_a, \nu_a, \mathcal{O}) \rangle \), where \( \nu_a(e_a^{(0)}) = \top \), \( \nu_a(e_a^{(rej)}) = \perp \), and \( \delta_a \) is defined as follows. Consider an edge \( \langle \ell, a, \ell' \rangle \in \Upsilon \). We define \( \delta_a(e_a^{(0)}, \langle \ell, a, \ell' \rangle) = P \), for the observation \( P \) with \( \ell' \in P \). For an edge \( \langle \ell, b, \ell' \rangle \in \Upsilon \), with \( b \neq a \), we define \( \delta_a(e_a^{(0)}, \langle \ell, b, \ell' \rangle) = e_a^{(rej)} \). The state \( e_a^{(rej)} \) is a sink, thus \( \delta_a(e_a^{(rej)}, \sigma) = e_a^{(rej)} \) for all \( \sigma \in \Sigma_I \). Note that the component \( B_a \) relinquishes control and outputs \( \top \) when it reads a transition labeled \( a \). Otherwise, it gets stuck in the rejecting sink.

The specification is given by the DFA \( S = (\Sigma_I \times \Sigma_O, S, \delta_S, l^0, F_S) \), where \( S = L \cup \{ s_{acc} \} \), the accepting states \( F_S \) are the states that do not belong to observations in \( \alpha \), thus \( F_S = S \setminus \bigcup_{p \in \mathcal{O}} P \), and we describe \( \delta_S \) in the following. Consider a location \( l \in L \). For every edge \( t = \langle \ell, a, \ell' \rangle \in \Upsilon \) we define \( \delta_S(l, \langle \ell, \top \rangle) = \ell' \). For every other letter \( \sigma \in \Sigma_I \times \Sigma_O \), we define \( \delta_S(l, \sigma) = s_{acc} \).

Note that a word \( w \in (\Sigma_I \times \Sigma_O)^* \) is not in \( L(S) \) if it is of the form \( w = w_1 \oplus w_2 \in (\Sigma_I \times \Sigma_O)^* \) for \( w_2 \in \top^* \) and \( w_1 \in \Sigma_I^* \) corresponds to a loosing path in \( \mathcal{G} \). That is, \( w = t_1 \ldots t_m \), where \( t_1, \ldots, t_m \in \Upsilon \), \( t_1 = \langle l^0, a_1, l_1 \rangle \), for \( 1 \leq i < m \), the target location of the transition \( t_i \) is the source location of \( t_{i+1} \), and assuming \( t_m = \langle l_{m-1}, a_m, l_m \rangle \), we have \( t_m \notin \alpha \). Recall that a component \( B_a \in \mathcal{L} \) relinquishes control after reading an edge that the action \( a \in \Gamma \) participates in. When reading an edge that \( a \) does not participate in, \( B_a \) enters a sink and outputs \( \bot \). Thus, in order to avoid processing the word \( w \) as in the above, a design must assign control to some component \( B_a \) with \( a \neq a_i \), after reading the input prefix \( t_1 \ldots t_{i-1} \), for \( 1 \leq i \leq m \).

We claim that Player 1 wins \( \mathcal{G} \) iff there is a correct design \( D \) using the components in \( \mathcal{L} \). For the first direction, consider a Player 1 winning strategy \( f_1 \). We construct a design \( D \) inductively. Let \( a_1 = f_1(P_0) \), where \( P_0 \in \mathcal{O} \) is such that \( l^0 \in P_0 \). The first component to gain control is \( B_{a_1} \). Consider a run on some word, and let \( B_{a_1}, B_{a_2}, B_{a_2}, \ldots, B_{a_m}, P_m \) be the sequence of components and corresponding exit states that the run visits. Recall that \( P_1, \ldots, P_m \) are observations in \( \mathcal{O} \). Let \( \pi = P_0, a_1, P_1, \ldots, P_m \), where \( l^0 \in P_0 \). Note that \( \pi \) might not correspond to a path in \( \mathcal{G} \), in which case \( D \) assigns control to an arbitrary component. Otherwise, assuming \( f_1(\pi) = a_{m+1} \), \( D \) assigns control to \( B_{a_{m+1}} \).

We claim that \( D \) is a correct design. Assume towards contradiction that there is a word \( w \in L(\mathcal{T}_{\mathcal{L}, D}) \setminus L(S) \). Since \( w \notin L(S) \), its projection on \( \Sigma_O \) is in \( \top^* \) and the projection of \( w \) on \( \Sigma_I \) is a loosing path \( t_1, \ldots, t_m \). For \( 1 \leq i \leq m \), let \( t_i = \langle l_{i-1}, a_i, l_i \rangle \), where \( l_0 = l^0 \). Let \( r \) be the run of \( \mathcal{T}_{\mathcal{L}, D} \) on \( w \). Since the projection of \( w \) on \( \Sigma_O \) is a sequence of \( \top \)'s, the sequence of components and exit states that \( r \) passes is \( B_{a_1}, P_1, \ldots, B_{a_m}, P_m \). Indeed, if for \( 1 \leq i \leq m \) and \( b \neq a_i \), the component \( B_b \in \mathcal{L} \) is in control when \( a_i \) is read, the component outputs \( \bot \). Let \( \pi \) be the path
that corresponds to \(t_1, \ldots, t_m\), thus \(\pi = l_0, \ldots, l_m\), where \(l_0 = l^0\). Consider the Player 2 strategy \(f_2\) that selects the edges \(t_1, \ldots, t_m\). Since by our definition of the components in \(L\), for \(1 \leq i \leq m\), we have \(l_i \in P_i\), we can prove by induction that \(\pi\) is a prefix of \(\text{out}(f_1, f_2)\). Since \(l_m \notin \alpha\), the strategy \(f_2\) is winning against \(f_1\), which is a contradiction to the fact that it is a winning strategy, and we are done.

For the second direction, consider a correct design \(D\). We define a Player 1 strategy \(f_D\) inductively as follows. We abuse notation and refer to the labeling function \(\nu\) of \(D\) as a function from its states \(D\) to \(L\). Assume the first component that \(D\) assigns control to is \(B_{a_1} \in L\). For the observation \(P_0\) such that \(l^0 \in P_0\), we define \(f_1(P_0) = a_1\). Consider a play \(\pi = l_0, l_1, \ldots, l_m\), where \(l_0 = l^0\). Let \(\tau = P_0, a_1, P_1, \ldots, a_m, P_m\) such that for \(1 \leq i \leq m\) we have \(l_i \in P_i\). Let \(a_1, \ldots, a_m \in \Gamma\) such that, for \(1 \leq i \leq m\) we have \(\langle l_{i-1}, a_i, l_i \rangle \in \Upsilon\). Let \(\delta^*_{\tau}(P_1 \ldots P_m) = d\) and let \(\nu(d) = B_{a_m} \in L\). We define \(f_D(\tau) = a_m\).

We claim that \(f_D\) is a winning strategy. Assume towards contradiction that there is a Player 2 strategy \(f_2\) and a finite prefix \(\pi\) of \(\text{out}(f_D, f_2)\) that is winning for Player 2. Let \(\tau = t_1, \ldots, t_m\) be the edges that \(\pi\) traverses. Consider the run of \(T_{L,D}\) on \(\tau\). We can prove by induction that by our definition of \(f_D\), for \(1 \leq i \leq m\), when the letter \(t_i = \langle l_{i-1}, a_i, l_i \rangle\) is read, the component \(B_{a_i}\) is in control. Thus, the output of \(T_{L,D}\) when reading the word \(\tau\) is a sequence \(w\) of \(|\tau| - \Upsilon\)'s. Since \(\tau\) corresponds to a loosing path, we have \(\tau \oplus w \in L(T_{L,D}) \setminus L(S)\), which is a contradiction to the correctness of \(D\), and we are done.

\[\square\]

### 4 Libraries with Costs

Given a library and a specification, there are possibly many, in fact infinitely many, designs that are solutions to the design problem. As a trivial example, assume that \(L(S) = a^*\) and that the library contains a component \(B\) that traverses the letter \(a\) (that is, \(B\) consists of an accepting initial state that has an \(a\)-transition to an exit state). An optimal design for \(S\) uses \(B\) once: it has a single state with a self loop in which \(B\) is called. Other designs can use \(B\) arbitrarily many times. When we wrote “optimal” above, we assumed that the smaller the design is, the better it is. In this section we would like to formalize the notion of optimality and add to the composition picture different costs that components in the libraries may have.

In order to capture a wide set of scenarios in practice, we associate with each component in \(L\) two costs: a **construction cost** and a **quality cost**. The costs are given by the functions \(c:\text{-cost}, q:\text{-cost}: L \to \mathbb{R}^+ \cup \{0\}\), respectively. The construction cost of a component is the cost of adding it to the library. Thus, a design that uses a component pays its construction cost once, and (as would be the case in Section 6),
when several designs use a component, they share its construction cost. The quality cost measures the performance of the component, and involves, for example, its number of states. Accordingly, a design pays the quality cost of a component every time it uses it, and the fact the component is used by other designs is not important.\footnote{One might consider a different quality-cost model, which takes into account the cost of \textit{computations}. The cost of a design is then the maximal or expected cost of its computations. Such a cost model is appropriate for measures like the running time or other complexity measures. We take here a global approach, which is appropriate for measures like the number of states or security level.}

Formally, consider a library $L = \{B_1, \ldots, B_n\}$ and a design $D = \langle \{n\}, E, D, d_0, \delta, \nu \rangle$. The number of times $D$ uses a component $B_i$ is $nused(D, B_i) = |\{d \in D : \nu(d) = i\}|$. The set of components that are used in $D$, is $used(D) = \{B_i : nused(D, B_i) \geq 1\}$. The cost of a design is then $cost(D) = \sum_{B \in used(D)} c-cost(B) + nused(D, B) \cdot q-cost(B)$.

We state the problem of finding the cheapest design as a decision problem. For a specification DFA $S$, a library $L$, and a threshold $\mu$, we say that an input $\langle S, L, \mu \rangle$ is in BCD (standing for “bounded cost design”) if there exists a correct design $D$ such that $cost(D) \leq \mu$. In this section we study the BCD problem in a setting with a single user. Thus, decisions are independent of other users of the library, which, recall, may influence the construction cost.

In section 3, we reduced the design problem to the problem of the solution of a safety game. In particular, we showed how a winning strategy in the game induces a correct design. Note that while we know that safety games admits memoryless strategies, there is no guarantee that memoryless strategies are guaranteed to lead to optimal designs. We first study this point and show that, surprisingly, while memoryless strategies are sufficient for obtaining an optimal design in the closed setting, this is not the case in the open setting. The source of the difference is the fact that the language of a design in the open setting may be strictly contained in the language of the specification. The approximation may enable the user to generate a design that is more complex and is still cheaper in terms of cost. This is related to the fact that over approximating the language of a DFA may result in exponentially bigger DFAs [6]. We are still able to bound the size of the cheapest design by the size of the game.

### 4.1 On the optimality and non-optimality of memoryless strategies

Consider a closed library $L$ and a DFA $S$. Recall that a correct design for $S$ from components in $L$ is induced by a winning strategy of Player 1 in the game $G_{L,S}$ (see Theorem 3.1). If the winning strategy is not memoryless, we can trim it to
a memoryless one and obtain a design whose state space is a subset of the design induced by the original strategy. Since the design has no flexibility with respect to the language of \( S \), we cannot do better. Hence the following lemma.

**Lemma 4.1** Consider a closed library \( L \) and a DFA \( S \). For every \( \mu \geq 0 \), if there is a correct design \( D \) with \( \text{cost}(D) \leq \mu \), then there is a correct design \( D' \) induced by a memoryless strategy for Player 1 in \( G_{L,S} \) such that \( \text{cost}(D') \leq \mu \).

**Proof:** Consider a correct design \( D \) with \( \text{cost}(D) \leq \mu \). Let \( f_D \) be a winning Player 1 strategy in the safety game \( G_{L,S} \) as constructed in the proof of Theorem 3.1. Note that while we know that safety games admit memoryless strategies, there is no guarantee that memoryless strategies are guaranteed to lead to minimal-cost designs. Thus, \( f_D \) need not be a memoryless strategy. We construct a Player 1 memoryless strategy \( f_D' \) by trimming \( f_D \) in every memoryfull vertex. Then, we construct a design \( D' \) from \( f_D' \) and show that it costs no more than \( D \).

In order to prove the claim formally, we need a few definitions. Consider a Player 1 vertex \( v = \langle e, s \rangle \in V_1 \). We define \( \text{adj}(f_D, v) \in V \) to be the vertices \( f_D \) continues to from \( v \). That is, \( u \in \text{adj}(f_D, v) \) if there is a play \( \pi_u \) that ends in \( v \) and is an outcome of the game when Player 1 plays \( f_D \) and Player 2 plays some strategy, and \( f_D(\pi_u) = u \). We refer to \( \pi_u \) as a witness play for \( u \in \text{adj}(f_D, v) \). Note that there can be many witness plays for a vertex in \( \text{adj}(f_D, v) \). Further note that if \( \text{adj}(f_D, v) \) is a singleton, then \( v \) is a memoryless vertex with respect to \( f_D \). Consider a vertex \( u = \langle c_i^0, q \rangle \in \text{adj}(f_D, v) \). Intuitively, since we define \( f_D \) to assign control as \( D \), and since \( f_D \) continues to \( v \) after \( \pi_u \), there must be a state \( d_u \in D \) with \( \nu(d_u) = i \). Thus, \( d_u \) is a witness state for the fact that \( f_D(\pi_u) = u \). Again, there can be several witness states for a vertex in \( \text{adj}(f_D, v) \). Formally, let \( \pi_u \) be a witness play for \( u \) and let \( w_u \in \Sigma^* \) be the word that is induced by the Player 2 choices in \( \pi_u \). That is, \( \delta^*(w_u) = s \), where recall that \( v = \langle e, s \rangle \). Moreover, let \( e_1, \ldots, e_m \) be the exit states that are traversed in \( \pi_u \), and let \( d_u = \delta_D(e_1 \ldots e_m) \). Since \( f_D \) assigns control to the same components as \( D \), the run of \( A_{L,D} \) on \( w_u \) ends in the state \( \langle c_i^0, d_u \rangle \). We refer to \( w_u \) and \( d_u \) as a witness word and state for \( u \), respectively.

We define \( f_D' \) as follows. For every \( v \in V_1 \), we choose a vertex \( u \in \text{adj}(f_D, v) \) arbitrarily and define \( f_D'(v) = u \). It is not hard to prove that \( f_D' \) is a winning strategy. Let \( D' \) be the design that corresponds to \( f_D' \) and is constructed as in the proof of Theorem 3.1. Since \( f_D \) is winning, \( D' \) is a correct design. We claim that \( \text{cost}(D') \leq \text{cost}(D) \). Recall that the states of \( D' \) are the Player 2 vertices in \( G_{L,S} \). Further recall that in the construction of \( D' \) we skip Player 1 vertices and proceed according to \( f_D' \). Consider a reachable Player 2 vertex \( \langle e_i^0, s \rangle \). We denote by \( \nu' \) the labeling function of \( D' \). Recall that \( e_i^0 \) is the initial state of the component \( B_i \in L \) and \( \nu'((\langle e_i^0, s \rangle)) = i \). First, we claim that if a component is used in \( D' \) then it is used
in \( D \), thus \( used(D') \subseteq used(D) \). Indeed, if \( B_i \in used(D') \), there is a state in \( D' \) that corresponds to a reachable Player 2 vertex \( v = \langle \hat{c}_0^i, s \rangle \), for some \( s \in S \). Let \( s_v \) be a witness state of \( v \). Since the labeling of \( s_v \) is \( \nu(s_v) = i \), we have \( B_i \in used(D) \). We conclude that the sum of construction costs that is incurred by \( D' \) is at most that of \( D \).

We prove that the sum of quality costs incurred by \( D' \) is at most that of \( D \). We prove that for every \( B_i \in used(D') \) we have \( nused(D', B_i) \leq nused(D, B_i) \). For a reachable vertex \( v \in V_2 \) let \( d_v \in D \) be an arbitrary choice of witness state of \( v \). Let \( u \) be the corresponding witness word. We show that the mapping from a reachable vertex \( v \in V_2 \) to \( d_v \in D \) is a one-to-one mapping. Consider \( v, u \in V_2 \) with \( d_v = d_u \). Let \( d = d_v = d_u \). Let \( i = \nu(d) \). Since the component-state of \( v \) and \( u \) is the initial state of \( B_i \), we have \( v = \langle \hat{c}_0^i, s \rangle \) and \( u = \langle \hat{c}_0^i, s' \rangle \). To conclude the proof, we show that \( s = s' \), thus \( v = u \). We claim that \( L(S^*) = L(S') \) and since \( S \) is a minimal DFA, it would follow that \( s = s' \). Recall that \( w_v \) and \( w_u \) are the witness words for \( v \) and \( u \), respectively, thus \( \delta_S^v(w_v) = s \) and \( \delta_S^v(w_v) = s' \). Moreover, since \( w_v \) and \( w_u \) are the witness words that correspond to the witness states \( d_v = d_u = d \), we have \( \delta_{L,D}^v(w_v) = \delta_{L,D}^v(w_u) = \langle \hat{c}_0^i, d \rangle \). Consider a word \( x \in \Sigma^* \). If \( x \in L(S^*) \), then since \( \delta_S^v(w_v) = s \), we have \( w_v \cdot x \in L(S) \). Since \( D \) is a correct design, \( w_v \cdot x \in L(A_{L,D}) \). Thus, \( \delta_{L,D}^v(w_v \cdot x) \) is an accepting state. Since \( \delta_{L,D}^v(w_v) = \delta_{L,D}^v(w_u) \), we have \( w_u \cdot x \in L(A_{L,D}) \) and in turn \( w_u \cdot x \in L(S) \). Since \( \delta_S^v(w_u) = s' \), we have \( u \in L(S') \). The other direction is symmetric, and we are done.

While Lemma 4.1 seems intuitive, it does not hold in the setting of open systems. There, a design has the freedom to generate a language that is a subset of \( L(S) \), as long as it stays receptive. This flexibility allows the design to generate a language that need not be related to the structure of the game \( G_{L,S} \), which may significantly reduce its cost. Formally, we have the following.

**Lemma 4.2** There is an open library \( L \) and a family of DFAs \( S_n \) such that \( S_n \) has a correct design \( D_n \) with cost \( 1 \) but every correct design for \( S_n \) that is induced by a memoryless strategy for Player 1 in \( G_{L,S_n} \) has cost \( n \).

**Proof:** We define \( S_n = (\Sigma_I \times \Sigma_O, S_n, \delta_{S_n}, s_0^0, F_{S_n}) \), where \( \Sigma_I = \{ \hat{0}, \hat{1}, \# \} \), \( \Sigma_O = \{0, 1, \_\} \), and \( S_n, \delta_{S_n} \) and \( F_{S_n} \) are as follows. Essentially, after reading a prefix of \( i \) \#’s, for \( 1 \leq i \leq n \), the design should arrange its outputs so that the \( i \)-th and \( (n + i) \)-th letters agree (they are \( \hat{0} \) and \( 0 \), or are \( \hat{1} \) and 1). One method to do it is to count the number of \#’s and then check the corresponding indices. Another method is to keep track of all the first \( n \) input letters and make sure that they repeat. The key idea is that while in the second method we strengthen the specification (agreement is checked with respect to all \( i \)’s, ignoring the length of the \#-prefix), it is still receptive, which is exactly the flexibility that the open setting allows. We define
$S_n$ and the library $L$ so that the structure of $G_{L,S_n}$ supports the first method, but counting each $#$ has a cost of 1. Consequently, a memoryless strategy of Player 1 in $G_{L,S_n}$ induces a design that counts, and is therefore of cost $n$, whereas an optimal design follows the second method, and since it does not count the number of $#$'s, its cost is only 1.

We can now describe the DFA $S_n$ in more detail. It consists of $n$ chains, sharing an accepting sink $s_{\text{acc}}$ and a rejecting sink $s_{\text{rej}}$. For $0 \leq i \leq n-1$, we describe the $i$-th chain, which is depicted in Figure 1. When describing $\delta_{S_n}$, for ease of presentation, we sometimes omit the letter in $\Sigma_I$ or $\Sigma_O$ and we mean that every letter in the respective alphabet is allowed. For $0 \leq i < n-1$, we define $\delta_{S_n}(s^i_0, \#) = s^{i+1}_0$ and $\delta_{S_n}(s^i_0, \#) = s^i_0$. Note that words of the form $\#^i a_1 \bar{a}_2 b_0$ or $\#^i a_1 \bar{a}_2 b_1$ are not in $L(S_n)$, where if $0 \leq i \leq n-1$, then $a_1 \in (\bar{0} + \bar{1})^i$, $a_2 \in (\bar{0} + \bar{1})^{n-i-1}$, and $b \in (0 + 1)^i$, and if $i > n-1$ then the lengths of $a_1$, $a_2$, and $b$ are $n-1$, 0, and $n-1$, respectively.

We require that after reading a word in $\#^* (\bar{0} + \bar{1})^n$ there is an output of $n$ letters in $\{0, 1\}$. Thus, for $n \leq j \leq n + i + 1$, we define $\delta_{S_n}(s^t_j, \#) = \delta_{S_n}(s^t_{j+1}, \#) = s_{\text{rej}}$. Also, $S_n$ accepts every word that has a $#$ after the initial prefix of $#$ letters. Thus, for $1 \leq j \leq i$, we define $\delta_{S_n}(s^t_j, \#) = s_{\text{acc}}$, and for $i + 1 \leq j \leq n + i + 1$ and $t \in \{0, 1\}$ we define $\delta_{S_n}(s^t_{j+1}, \#) = s_{\text{acc}}$.

![Figure 1: A description of the i-th chain of the specification Sn.](image)

The library $L$ is depicted in Figure 2. The quality and construction costs of all the components is 0, except for $B_1$ which has $q\text{-cost}(B_1) = 1$ and $c\text{-cost}(B_1) = 0$.

![Figure 2: The library L. Exit states are square nodes and the output of a state is written in the node.](image)

We First claim that every correct design must cost at least 1. Indeed, such a design must use $B_1$ at least once. Otherwise, the output sequence for the input word $\#^0 \bar{0}^{t+1}$ is a sequence in $\_^*$. Recall that we require that after reading a word in $\#^* (\bar{0} + \bar{1})^n$ there is an output of $n$ letters in $\{0, 1\}$, thus such a design is incorrect.

We describe a correct design $D_n$ with $\text{cost}(D_n) = 1$. Intuitively, as explained above, $D_n$ does not track the number of $#$’s that are read and can thus use $B_1$ only once. Instead, $D_n$ keeps track of all of the $n$ input letters in $\{\bar{0}, \bar{1}\}$ that follow the
sequence in \#^a. Thus, after \( \hat{0} \) or \( \hat{1} \) is read, \( B_2 \) gains control for \( n \) consecutive times. Then, assuming the word \( u \in \{ \hat{0}, \hat{1} \}^n \) is read in the first phase, control is alternated between \( B_3 \) and \( B_4 \) so that the word \( v \in \{ 0, 1 \}^n \) is output, where \( u \) and \( v \) represent the same vector. Note that \( D_n \) uses the components \( B_2, B_3, \) and \( B_4 \) exponentially many times in \( n \).

Formally, we define \( D_n = \langle \Sigma_I, \Sigma_O, D_n, \delta_{D_n}, d^0, \nu \rangle \). We define \( \nu(d^0) = 1 \) and \( \delta_{D_n}(d^0, e^1_\#) = d^0 \). When \( B_1 \) relinquishes control through \( e^1_1 \) or \( e^0_1 \) control is passed to \( B_2 \) for \( n \) consecutive times. During this phase, \( D_n \) remembers the vector in \( \{ \hat{0}, \hat{1} \}^n \) that is read, thus \( D_n \) has \( 2^{\Omega(n)} \) states. Next, the components \( B_3 \) and \( B_4 \) alternate control for \( n \) times as we describe in the following. Consider an input word \( w = \#^i a_1 \ldots a_n b \), where \( a_1, \ldots, a_n \in \{ \hat{0}, \hat{1} \}^n \) and \( b \in \{ \hat{0}, \hat{1} \}^m \) for \( 0 \leq m < n - 1 \). After reading \( w \) either \( B_3 \) or \( B_1 \) relinquish control. If \( a_{m+1} = 0 \), then the next component to gain control is \( B_3 \) and otherwise it is \( B_4 \). After \( n \) alternations of control \( B_4 \) is assigned control indefinitely.

Since the initial state of \( D_n \) is the only state that is labeled with \( B_1 \), we have \( nused(B_1) = 1 \), thus \( cost(D_n) = 1 \). We claim that \( D_n \) is a correct design. Indeed, note that \( L(T_{L,D_n}) \) consists of two types of words. The first type are prefixes of words in \( \#^a b 0^a \), for \( a \in \{ \hat{0}, \hat{1} \}^n \) and \( b \in \{ 0, 1 \}^n \) that represent the same vector, thus for \( 1 \leq i \leq n \), if \( a_i = \hat{0} \), then \( b_i = 0 \) and if \( a_i = \hat{1} \), then \( b_i = 1 \). The second type are words that have a prefix in \( \#^a (\hat{0} + \hat{1})^+ \# \). Clearly, \( L(T_{L,D_n}) \subseteq L(S_n) \), and we are done.

### 4.2 Solving the BCD problem

**Theorem 4.3** The BCD problem is NP-complete for closed designs.

**Proof:** Consider an input \( \langle S, L, \mu \rangle \) to the BCD problem. By Lemma 4.1, we can restrict the search for a correct design \( D \) with \( cost(D) \leq \mu \) to these induced by a memoryless strategy for Player 1 in \( G_{L,S} \). By the definition of the game \( G_{L,S} \), such a design has at most \( |C_0 \times S| \) states. Since checking if a design is correct and calculating its cost can be done in polynomial time, membership in NP follows.

For the lower bound, we describe a reduction from SET-COVER. Consider an input \( \langle U, T, \mu \rangle \) to SET-COVER, where \( U = \{ 1, \ldots, l \} \) is a universe, \( T = \{ T_1, \ldots, T_m \} \) is a set of subsets over \( U \), i.e., \( T_i \subseteq U \), for \( 1 \leq i \leq m \), and \( \mu \in \mathbb{N} \). We construct a closed-library \( L \) and a DFA \( S \) such that there is a design \( D \) that costs at most \( \mu \) if there is a set-cover of size at most \( \mu \).

We construct the DFA \( S \) over the alphabet \( U \) as a chain of \( l + 1 \) states that accepts only the word \( 12 \ldots l \). There are \( m + 2 \) components in \( L \). For \( 1 \leq i \leq m \), the component \( B_i \) corresponds to the set \( T_i \). Its initial state is \( c^0_i \) and it has an exit.
state \( e^*_j \) for every element \( j \in T_i \). For \( j \in T_i \) there is a transition \( \delta_i(e^0_j, j) = e^*_j \).

The last two components are \( B_{\text{acc}} \) and \( B_{\text{rej}} \). For consistency we also refer to these components as \( B_{m+1} \) and \( B_{m+2} \), respectively. They consist of a single initial non-exit state that is accepting in \( B_{\text{acc}} \) and rejecting in \( B_{\text{rej}} \). For \( B_i \in \mathcal{L} \), we define \( c\text{-cost}(B_i) = 1 \) and we define \( c\text{-cost}(B_{\text{acc}}) = c\text{-cost}(B_{\text{rej}}) = 0 \). Finally, the quality cost of the components is 0, thus we define \( q\text{-cost} \equiv 0 \).

We claim that there is a set cover of size at most \( \mu \) if there is a design of cost at most \( \mu \). For the first direction, consider a set cover \( T' \subseteq T \) with \( |T'| \leq \mu \). For \( j \in U \), let \( \text{cover}(j) \) be the index such that \( j \in T_{\text{cover}(j)} \) and \( T_{\text{cover}(j)} \subseteq T' \). We construct a design \( D \) with \( \text{cost}(D) \leq \mu \). We define \( D \) so that when \( A_{\mathcal{L},D} \) reads the word \( 1 \ldots l \), the component that gets \( j \)-th control, for \( 1 \leq j \leq l \), is \( B_{\text{cover}(j)} \). If the \( j \)-th input letter is \( j' \neq j \), then the next component to gain control is \( B_{\text{rej}} \). Finally, the component that gains \( l + 1 \)-th control is \( B_{\text{acc}} \).

Formally, \( D = \langle \mathcal{E}, [m+2], D, \delta_D, d_1, \nu \rangle \), where \( \{d_1, \ldots, d_i, d_{\text{acc}}, d_{\text{rej}}\} \) and we define \( \nu \) and \( \delta_D \) as follows. For \( 1 \leq j \leq l \), we define \( \nu(d_j) = \text{cover}(j) \). For \( 1 \leq i \leq m \), recall that the component \( B_i \) has an exit state \( e^*_j \) for every \( j \in T_i \). For \( j < l \) and \( 1 \leq i \leq m \), we define \( \delta_D(d_j, e^*_j) = d_{i+1} \) and we define \( \delta_D(d_i, e^*_j) = d_{\text{acc}} \). For \( j \neq i \), we define \( \delta_D(d_i, e^*_j) = d_{\text{rej}} \). It is not hard to see that \( L(A_{\mathcal{L},1}) = \{12 \ldots l\} \), and thus \( D \) is a correct design. The components that \( D \) uses are the ones that correspond to the sets in \( T' \), thus \( D \) uses at most \( \mu \) components with construction cost 1, and its cost is at most \( \mu \).

For the other direction, assume there is a correct design \( D \) with \( \text{cost}(D) \leq \mu \). Consider the collection \( T' \subseteq T \) of sets that correspond to the components \( \{\nu(d) : d \in D \text{ and } \nu(d) \notin \{B_{\text{acc}}, B_{\text{rej}}\}\} \). We claim that \( T' \) is a set cover with at most \( \mu \) sets. Since \( \text{cost}(D) \leq \mu \), it uses at most \( \mu \) components that correspond to sets in \( T \), thus \( |T'| \leq \mu \). We are left to show that \( T' \) is a set cover. Consider the run \( r \) of \( A_{\mathcal{L},D} \) on the word \( 1 \ldots l \). Since \( D \) is correct, \( r \) is accepting. Specifically it does not get stuck. Since the components we described above relinquish control after reading a single letter, the control is passed \( l + 1 \) times during \( r \). Let \( B_{i_1}, \ldots, B_{i_j}, B_{i_{j+1}} \) be the sequence of components that gain control. Consider \( j \in U \). We claim that \( j \) is covered in \( T' \). Since \( r \) does not get stuck, there is a transition labeled \( j \) in the component \( B_{i_j} \), the \( j \)-th component to gain control in \( r \). Thus, \( j \in T_{i_j} \), the set in \( T \) that corresponds to \( B_{i_j} \). Since \( T_{i_j} \subseteq T' \), \( j \) is covered, and we are done.

\begin{remark} \textbf{4.4} \end{remark} Note that a different attempt to reduce SET-COVER to the BCD problem would be to define the components as in the proof of Theorem 4.3 and define \( S \) so that it accepts one-letter words for each element in \( U \). However, this attempt fails since, intuitively, a design does not know which letter is going to be read. Even if there is a set cover \( T' \subseteq T \) and control is assigned to the component \( B_i \).
where $T_i \in T'$, a letter $j \in U \setminus T_i$ can be read. Thus, the fact that we use a one-word specification allows a design to expect the next letter that should be read.

We turn to study the open setting, which is significantly harder than the closed one. For the upper bound, we first show that while we cannot restrict attention to designs induced by memoryless strategies, we can still bound the size of optimal designs:

**Theorem 4.5** For an open library $L$ with $\ell$ components and a specification $S$ with $n$ states, a cheapest correct design $D$ has at most $\binom{n}{n/2} \cdot \ell$ states.

**Proof:** Given $S$ and $L$, assume towards contradiction that the cheapest smallest design $D$ for $S$ using the components in $L$ has more than $\binom{n}{n/2} \cdot \ell$ states.

Consider a word $w \in L(T_{L,D})$. Let $B_{i_1}, \ldots, B_{i_m} \in L$ be the components that are traversed in the run $r$ of $T_{L,D}$ that induces $w$. Let $w = w_1 \ldots w_m$, where, for $1 \leq j \leq m$, the word $w_j$ is induced in the component $B_{i_j}$. We say that $w$ is suffix-less if $w_m = \varepsilon$, thus $r$ ends in the initial state of the last component to gain control. We denote by $\pi_w(D) = e_{i_1}, \ldots, e_{i_m-1} \in \mathcal{E}^*$ the sequence of exit states that $r$ visits.

For a state $d \in D$, we define the set $S_d \subseteq S$ so that $s \in S_d$ if there exists a suffix-less word $w \in (\Sigma_f \times \Sigma_o)^*$ such that $\delta^*_s(w) = s$ and $\delta^*_p(\pi_w(D)) = d$. Since $D$ has more than $\binom{n}{n/2} \cdot \ell$ states, there is a component $B_i \in L$ such that the set $D' \subseteq L$ of states that are labeled with $B_i$ is larger than $\binom{n}{n/2}$. Thus, there must be two states $d, d' \in D'$ that have $S_{d'} \subseteq S_d$. Note that $\nu(d) = \nu(d') = i$.

We construct a new design $D'$ by merging $d'$ into $d$. Formally, we define $D' = D \setminus \{d'\}$. If $d'$ is the initial state of $D$, then we define $d^0 = d$ and otherwise we define $d^0 = d'$. For $t \in D'$ and $e \in \mathcal{E}$, if $\delta_{D'}(t, e) = d'$, then we define $\delta_{D'}(t, e) = d$, and otherwise we define $\delta_{D'}(t, e) = \delta_D(t, e)$. Finally, for every $t \in D'$ we define $\nu'(t) = \nu(t)$.

Clearly, for every component $B \in L$ we have $nused(D, B) \geq nused(D', B)$, thus $\text{cost}(D) \geq \text{cost}(D')$. Moreover, $D'$ has less states than $D$. Thus, in order complete the contradiction and conclude the proof of the theorem, we prove the following.

**Claim 4.6** We claim that $D'$ is a correct design, thus $L(T_{L,D'}) \subseteq L(S)$.

In order to prove the claim we prove the following.

**Claim 4.7** For every suffix-less (w.r.t $D'$) word $x \in L(T_{L,D'})$ there is a suffix-less (w.r.t $D$) word $y \in L(T_{L,D})$ such that $\delta^*_x(x) = \delta^*_y(y)$ and $\delta^*_p(\pi_y(D)) = \delta^*_p(\pi_x(D'))$.

Before proving the correctness of Claim 4.7 we show that it implies the correctness of Claim 4.6. Assume towards contradiction that there is a word $w \in$
$L(\mathcal{T}_L, \mathcal{D}) \setminus L(S)$. Let $r$ be the run of $\mathcal{T}_L, \mathcal{D}'$ that induces $w$ and let $\mathcal{B}_i \in \mathcal{L}$ be the last component to gain control in $r$. Let $w_0, \ldots, w_m$ be the partition of $w$ with respect to $\mathcal{D'}$ and let $x = w_0 \cdot \ldots \cdot w_{m-1}$. That is, $x$ is the longest suffix-less prefix of $w$. Note that $\pi_w(\mathcal{D'}) = \pi_x(\mathcal{D'})$. By Claim 4.7 there is a suffix-less (w.r.t $\mathcal{D}$) word $y \in L(\mathcal{T}_L, \mathcal{D})$ such that $\delta^*_\mathcal{L}(x) = \delta^*_\mathcal{L}(y)$ and $\delta^*_\mathcal{L}(\pi_y(\mathcal{D})) = \delta^*_\mathcal{L}(\pi_x(\mathcal{D}'))$. Since $\delta^*_\mathcal{L}(\pi_y(\mathcal{D})) = \delta^*_\mathcal{L}(\pi_x(\mathcal{D}'))$, the last component to gain control in the two runs is $\mathcal{B}_i$. Since both $x$ and $y$ are suffix-free, the runs that induce them end in the initial state of $\mathcal{B}_i$, thus $\delta^*_\mathcal{L}(y) = \delta^*_\mathcal{L}(\mathcal{D}).$ Recall that $w = x \cdot w_n \in L(\mathcal{T}_L, \mathcal{D'})$. Thus, $y \cdot w_n \in L(\mathcal{T}_L, \mathcal{D})$. Since $\delta^*_\mathcal{L}(y) = \delta^*_\mathcal{L}(x)$ and $w \notin L(S)$, we have $y \cdot w_n \notin L(S)$. Thus, $y \cdot w_n \in L(\mathcal{T}_L, \mathcal{D}) \cdot L(S)$, and we reach a contradiction to the correctness of $\mathcal{D}$, and we are done.

We continue to prove Claim 4.7. Consider a suffix-less (w.r.t $\mathcal{D}$) word $x \in L(\mathcal{T}_L, \mathcal{D'})$ and let $r$ be the run of $\mathcal{D'}$ on $\pi_x(\mathcal{D'})$, which are the exit states that $\mathcal{T}_L, \mathcal{D'}$ visits when inducing $x$. The proof is by induction on the number of visits of $r$ to $d \in \mathcal{D'}$. For the base case, $r$ does not visit $d$. Thus, $r$ is a run of $\mathcal{D}$ on $\pi_x(\mathcal{D'})$, and we define $y = x$.

Assume the claim is correct for runs with $m$ visits to $d$ and we prove for runs with $m + 1$ visits. Let $\pi_x(\mathcal{D'}) = \pi_x(\mathcal{D}) \cdot e \cdot \pi_x(\mathcal{D'})$ such that $\delta^*_\mathcal{D}(\pi_x(\mathcal{D}) \cdot e) = d$ is the last visit of $r$ to $d$. Let $x = x_1 \cdot x_2 \cdot x_3$, where $x_1 \cdot x_2$ are suffix-less. That is, assuming $t = \delta^*_\mathcal{D}(\pi_x(\mathcal{D}))$ and $\nu'(t) = i$, then $x_2$ is the sub word of $x$ that is induced by the component $\mathcal{B}_i$, thus $\delta^*_i(x_2) = e \in \mathcal{E}$. We distinguish between two cases. In the first case $x_2 = \epsilon$, thus $x_1 = \epsilon$ and $d^0 = d$, and we define $y = x$ as in the base case. In the second case, $x_2 \neq \epsilon$. By the induction hypothesis, there is a suffix-less (w.r.t $\mathcal{D}$) word $y_1 \in (\Sigma \times \Sigma_0)^*$ such that $\delta^*_\mathcal{D}(\pi_y(\mathcal{D})) = \delta^*_\mathcal{D}(\pi_x(\mathcal{D}')) = t \in \mathcal{D'}$ and $\delta^*_\mathcal{D}(y_1) = \delta^*_\mathcal{D}(x_1)$. If $\delta_\mathcal{D}(t, e) = d$, then $\delta_\mathcal{D}(t, e) = d$ and $y = y_1 \cdot x_2 \cdot x_3$ clearly meets the requirements of the claim. Assume $\delta_\mathcal{D}(t, e) = d'$. Note that $y_1 \cdot x_2$ is a suffix-less (w.r.t $\mathcal{D}$) word with $\delta^*_\mathcal{D}(\pi_x(\mathcal{D})) = \pi_y(\mathcal{D}) = d'$. Let $\delta^*_\mathcal{D}(y_1 \cdot x_2) = s$. Since $S_{d'} \subseteq S_d$, there is a suffix-less (w.r.t $\mathcal{D}$) word $z \in (\Sigma_1 \times \Sigma_0)^*$ such that $\delta_\mathcal{D}(\pi_z(\mathcal{D})) = d$ and $\delta^*_\mathcal{D}(z) = s$. We define $y = z \cdot x_3$, which clearly meets the requirements of the claim, and we are done.

Before we turn to the lower bound, we argue that the exponential blow-up proven in Theorem 4.5 cannot be avoided:

**Theorem 4.8** For every $n \geq 1$, there is an open library $\mathcal{L}$ and specification $\mathcal{S}_n$ such that the size of $\mathcal{L}$ is constant, the size of $\mathcal{S}_n$ is $O(n^2)$, and every cheapest correct design for $\mathcal{S}_n$ that uses components from $\mathcal{L}$ has at least $2^n$ states.

**Proof:** Consider the specification $\mathcal{S}_n$ and library $\mathcal{L}$ that are described in Lemma 4.2. We claim that every correct design that costs 1 cannot count #’s and should thus remember vectors in $\{0, \hat{1}\}^n$. Assume towards contradiction that there is a correct
design $\mathcal{D}$ with $\text{cost}(\mathcal{D}) = 1$ and $\mathcal{D}$ has less than $2^n$ states. Thus, $\text{used}(\mathcal{D}, \mathcal{B}_1) = 1$. Since $\mathcal{D}$ must assign initial control to $\mathcal{B}_1$, its initial state $d^0$ is labeled with 1. We claim that if $\mathcal{B}_1$ relinquishes control after reading $\#$, it is assigned control again. Indeed, if one of the other components gains control, for the input word $\#\#\#\hat{0}^{n+1}$ the output sequence is a sequence in $\hat{\Sigma}$. Recall that we require that after reading a word in $\#^* (\hat{0} + \hat{1})^n$ there is an output of $n$ letters in $\{0, 1\}$, thus we reach a contradiction to the correctness of $\mathcal{D}$. We conclude that the initial state has a $e^1_\#$-labeled self loop, thus $\delta_D(d^0, e^1_\#) = d^0$.

Since $\mathcal{D}$ has less that $2^n$ states and the components $\mathcal{B}_2$, $\mathcal{B}_3$, and $\mathcal{B}_4$ relinquish control after reading a letter in $\{\hat{0}, \hat{1}\}$, there are two words $a, b \in \{\hat{0}, \hat{1}\}^n$ such that $a \neq b$ and $\delta^*_{L, D}(a) = \delta^*_{L, D}(b)$. Let $0 \leq i \leq n - 1$ such that, WLOG, $1 = a_i \neq b_i = 0$. By the above, for the initial state $q_D^0$ of $\mathcal{T}_{L, D}$ we have $\delta_{L, D}(q_D^0, \#) = q_D^0$. Thus, $\delta^*_{L, D}(\#^i a \hat{0}^i) = \delta^*_{L, D}(\#^i b \hat{0}^i)$. Recall that $\mathcal{S}_n$ requires that either 0 or 1 is output after these words are read, thus either $\mathcal{B}_3$ or $\mathcal{B}_4$ gain control. In the first case, the output letter is 0 and the input word $\#^i a \hat{0}^i + 1$ produces an output that violates the specification, and in the second case 1 is output and the input word $\#^i b \hat{0}^i + 1$ produces an output that violates the specification, and we are done. $\square$

**Theorem 4.9** The BCD problem for open libraries is $\text{NEXPTIME}$-complete.

**Proof:** Membership in $\text{NEXPTIME}$ follows from Theorem 4.5 and the fact we can check the correctness of a design and calculate its cost in polynomial time.

For the lower bound, we describe a reduction from $\text{EXP-TILING}$. Consider an input to $\text{EXP-TILING} \langle T, V, H, n \rangle$, where $T = \{t_1, \ldots, t_m\}$ is a set of tiles, $V, H \subseteq T \times T$ are vertical and horizontal relations, respectively, and $n \in \mathbb{N}$ is an index. We say that $\langle T, V, H, n \rangle \in \text{EXP-TILING}$ if it is possible to fill a $2^n \times 2^n$ square with the tiles in $T$ that respects the two relations. Formally, $\langle T, V, H, n \rangle \in \text{EXP-TILING}$ if there is a function $f : 2^n \times 2^n \rightarrow T$ such that for $a, b \in 2^n$, if $a < 2^n$ then $V(f(a, b), f(a + 1, b))$, and if $b < 2^n$, then $H(f(a, b), f(a, b + 1))$.

Given an input $\langle T, V, H, n \rangle$, we construct an input $\langle \mathcal{L}, \mathcal{S}, k \rangle$ to the open-BCD problem such that there is an exponential tiling iff there is a correct design $\mathcal{D}$ with $\text{cost}(\mathcal{L}) \leq 2^{2n+1} + 1$. The idea behind the reduction is similar to that of Lemma 4.2. We define $\Sigma_I = \{\hat{0}, \hat{1}, \#, c, v, h, \}$ and $\Sigma_O = \{0, 1, \} \cup T$. For $x \in \{0, 1\}^n$, we use $\hat{x}$ to refer to the $\{0, 1\}$ copy of $x$. The library $\mathcal{L}$ has the same components as in Lemma 4.2 with an additional tile component $\mathcal{B}_t$ for every $t \in T$. The component $\mathcal{B}_t$ outputs $t$ in its initial state, and when reading $c, v, \text{or} h$, it relinquishes control. When reading every other letter, it enters an accepting sink. The construction costs of the components in $\mathcal{L}$ is 0. We define $\text{q-cost}(\mathcal{B}_1) = 2^{2n} + 1$, and $\text{q-cost}(\mathcal{B}_t) = 1$ for all $t \in T$. The other components’ quality cost is 0.
Consider a correct design $\mathcal{D}$ with $\text{cost}(\mathcal{D}) \leq 2^{2n+1} + 1$. We define $\mathcal{S}$ so that a correct design must use $\mathcal{B}_1$ at least once, thus $\mathcal{D}$ uses it exactly once. Intuitively, $a \cdot b$, for $a, b \in \{0, 1\}^n$, can be thought of as two coordinates in a $2^n \times 2^n$ square. We define $\mathcal{S}$ so that after reading the word $\hat{a} \cdot \hat{b} \in \{0, 1\}^{2n}$, a component is output, which can be thought of as the tile in the $(a, b)$ coordinate in the square. The next letter that can be read is either $c$, $v$, or $h$. Then, $\mathcal{S}$ enforces that the output is $a \cdot b$, $(a + 1) \cdot b$, and $a \cdot (b + 1)$, respectively. Thus, we show that $\mathcal{D}$ uses exactly $2^{2n}$ tile components and the tiling that it induces is legal.

Recall that $\mathcal{D}$ uses $\mathcal{B}_1$ exactly once and uses at most $2^{2n}$ tile components. We describe the specification $\mathcal{S}$ as an intersection of the languages of three DFAs. The first DFA $\mathcal{S}_c$ is similar to the specification in Theorem 4.8. The differences are that there are $2n$ chains and after the sequence of $2n$ input letters, a letter $\langle t, c \rangle$, for $t \in T$, must be read. Thus, it guarantees that when $\mathcal{D}$ reads $\hat{a}bc_{2n}$, for $\hat{a}, \hat{b} \in \{0, 1\}^n$, it outputs a word $\tilde{2n}t_{ab}$, where $t \in T$ and recall that $a, b \in \{0, 1\}^n$ represent the same vectors as $\hat{a}$ and $\hat{b}$, respectively.

Consider $a, b \in \{0, 1\}^n$, and let $d_{a,b}$ be the state of $\mathcal{D}$ that is reached after reading the word $\hat{a} \hat{b}$. Then, control must be assigned to a tile component, thus $t = \nu(\delta^*_{\mathcal{S}_c}(\hat{a} \hat{b}))$ is a tile component. Consider the input word $w = c_{2n}$. If $w$ is read when $\mathcal{D}$ is at state $d_{a,b}$, the word $a \cdot b$ must be output. Recall that $\mathcal{D}$ uses at most $2^{2n}$ tile components. A key observation is the following. Consider a state $d$ of $\mathcal{D}$ that is labeled by a tile component. If $\mathcal{D}$ is in state $d$ and $ab$ is output when reading $w$, then $d = d_{a,b}$.

The next DFA from which $\mathcal{S}$ is devised is $\mathcal{S}_v$. It guarantees that when $\mathcal{D}$ reads the word $\hat{a}bc_{2n}$ it outputs $\tilde{2n}t_{ij}(a + 1)b$ for $t_i, t_j \in T$ with $V(t_i, t_j)$. Finally, in order to deal with the tiles in the top row, $\mathcal{S}_v$ accepts every word that starts with a prefix of $\#^*1^n(0 + 1)^n$. The DFA $\mathcal{S}_h$ is defined similarly to $\mathcal{S}_v$.

We define a tiling $f$ by $f(a, b) = \nu(d_{a,b})$ for $a, b \in \{0, 1\}^n$. We show that the above observation implies that $f$ respects $V$, and the proof for $H$ similar. Consider $a, b \in \{0, 1\}^n$. If $a = 1^n$, then $f(a, b)$ is in the top row, and there is nothing to prove. Otherwise, we view $a$ and $b$ as numbers and claim that $V(f(a, b), f(a + 1, b))$. Recall that after reading $ab$, $\mathcal{D}$ reaches the state $d_{a,b}$ and the tile $f(a, b)$ is output. By the above, $\mathcal{S}_v$ guarantees that if $v$ is read, the next tile that is output respects $V$. We claim that $f(a + 1, b)$ is output. Indeed, when reading $c_{2n}$, $\mathcal{S}_v$ guarantees that $(a + 1)b$ must be output. By the observation above, $d_{(a+1),b}$ is the only state of $\mathcal{D}$ from which an input of $c_{2n}$ produces an output of $(a + 1)b$.

The other direction, namely, if there is a tiling of $2^n \times 2^n$, then there is a design that costs $2^{2n} + 1$, is dual to the above.
5 Computation-Based Cost

While the cost model we use in Section 4 is suited for some settings, e.g., in cases where the goal is to minimize the number of states in the system, in other settings a computation-based cost model is more appropriate. For example, in a system that issues grants upon requests, a goal of the designer can be to design a system that minimizes the waiting time for a grant once a request is received. A standard model for reasoning about such costs of computations is lattice automata [24]. Such an automaton assigns to each word a value which is an element of some lattice.

We study the synthesis problem from component libraries where the specification is given by a deterministic lattice automaton (LDFA, for short) and the components are box LDFAs. Thus, our goal is to compose the components in the library to construct an LDFA that is equivalent to the specification LDFA, where equivalence means that the two automata assign the same values to all words.

The complexity of problems on lattice automata typically coincide with the complexity of the corresponding problem in the Boolean setting. An exception is the problem of minimization of LDFAs, which is NP-complete [?]. It is shown in [?], that there is no canonical minimal LDFA for a latticed language. Recall that minimal DFAs play a key role in our upper bound for the design problem in the closed setting (Theorem 3.1) as we assumed the specification is given as such a DFA.

Even with no canonical minimal LDFA for the language of the specification, we show that the design problem can be solved in polynomial time. We assume the specification is given as a separable LDFA, which is a type of LDFAs we introduce here. In such an LDFA, every two states have a separating word (similar to minimal DFAs). That is, if there are words $w_1$ and $w_2$ whose runs reach two different states, then there is a word $w$ such that $w_1 \cdot w$ gets a different value than $w_2 \cdot w$. We show that every latticed language has a separable LDFA of polynomial size. This result might be of independent interest.

5.1 Lattice automata

Let $\langle A, \leq \rangle$ be a partially ordered set, and let $P$ be a subset of $A$. An element $a \in A$ is an upper bound on $P$ if $a \geq b$ for all $b \in P$. Dually, $a$ is a lower bound on $P$ if $a \leq b$ for all $b \in P$. An element $a \in A$ is the least element of $P$ if $a \in P$ and $a$ is a lower bound on $P$. Dually, $a \in A$ is the greatest element of $P$ if $a \in P$ and $a$ is an upper bound on $P$. A partially ordered set $\langle A, \leq \rangle$ is a lattice if for every two elements $a, b \in A$ both the least upper bound and the greatest lower bound of $\{a, b\}$ exist, in which case they are denoted $a \lor b$ (a join $b$) and $a \land b$ (a meet $b$), respectively. A lattice is complete if for every subset $P \subseteq A$ both the least upper
bound and the greatest lower bound of \( P \) exist, in which case they are denoted \( \bigvee P \) and \( \bigwedge P \), respectively. In particular, \( \bigvee A \) and \( \bigwedge A \) are denoted \( \top \) (top) and \( \bot \) (bottom), respectively. A lattice \( \langle A, \leq \rangle \) is finite if \( A \) is finite. Note that every finite lattice is complete. A lattice \( \langle A, \leq \rangle \) is 
distributive if for every \( a, b, c \in A \), we have \( a \land (b \lor c) = (a \land b) \lor (a \land c) \) and \( a \lor (b \land c) = (a \lor b) \land (a \lor c) \).

In this lattice, \( \text{join} \) and \( \text{meet} \) coincide with union and intersection, respectively, and we have, for example, \( \{a\} \lor \{b\} = \{a, b\} \), \( \{a\} \land \{b\} = \emptyset \), \( \{a, c\} \lor \{b\} = \top \), and \( \{a, c\} \land \{b\} = \bot \).

Consider a lattice \( \Lambda \) (we abuse notation and refer to \( \Lambda \) also as a set of elements, rather than a pair of a set with an order on it). For a set \( X \) of elements, an \( \Lambda \)-set over \( X \) is a function \( S : X \to \Lambda \) assigning to each element of \( X \) a value in \( \Lambda \). Thus, \( S \in \Lambda^X \). It is convenient to think about \( S(x) \) as the truth value of the statement “\( x \) is in \( S \)”.

We say that an \( \Lambda \)-set \( S \) is \emph{Boolean} if \( S(x) \in \{\top, \bot\} \) for all \( x \in X \).

Consider a lattice \( \Lambda \) and an alphabet \( \Sigma \). An \emph{\( \Lambda \)-language} is an \( \Lambda \)-set over \( \Sigma^* \). Thus, an \( \Lambda \)-language \( L : \Sigma^* \to \Lambda \) assigns a value in \( \Lambda \) to each word over \( \Sigma \).

A \emph{deterministic lattice automaton} on finite words (LDFA, for short) is a tuple \( \mathcal{A} = \langle \Lambda, \Sigma, Q, Q_0, \delta, F \rangle \), where \( \Lambda \) is a finite lattice, \( \Sigma \) is a finite alphabet, \( Q \) is a finite set of states, \( Q_0 \in \Lambda^Q \) is an \( \Lambda \)-set of initial states, \( \delta \in \Lambda^{Q \times \Sigma \times Q} \) is an \( \Lambda \)-transition-relation, and \( F \in \Lambda^Q \) is an \( \Lambda \)-set of accepting states.

The fact that \( \mathcal{A} \) is deterministic is reflected in two conditions on \( Q_0 \) and \( \delta \). First, there is at most one state \( q \in Q \), called the \emph{initial state} of \( \mathcal{A} \), such that \( Q_0(q) \neq \bot \). In addition, for every state \( q \in Q \) and letter \( \sigma \in \Sigma \), there is at most one state \( q' \in Q \), called the \emph{\( \sigma \)-destination} of \( q \), such that \( \delta(q, \sigma, q') \neq \bot \). The \emph{run} of an LDFA on a word \( w = \sigma_1 \cdot \sigma_2 \cdots \sigma_n \) is a sequence \( r = q_0, \ldots, q_n \) of \( n + 1 \) states, where \( q_0 \) is the initial state of \( \mathcal{A} \), and for all \( 1 \leq i \leq n \), it holds that \( q_i \) is the \( \sigma_i \)-destination of
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We extend the notion of destination to words. For a word \( w \in \Sigma^* \) and a state \( q \in Q \), we use \( \delta^*(q, w) \) to refer to the \( w \)-destination of \( q \). When \( q \in Q_0 \), we omit it and use \( \delta^*(w) \). The value of \( w \) is \( \text{val}(w) = Q_0(q_0) \land \bigwedge_{i=1}^n \delta(q_{i-1}, \sigma_i, q_i) \land F(q_n) \). Intuitively, \( Q_0(q_0) \) is the value of \( q_0 \) being initial, \( \delta(q_{i-1}, \sigma_i, q_i) \) is the value of \( q_i \) being a successor of \( q_{i-1} \) when \( \sigma_i \) is the input letter, \( F(q_n) \) is the value of \( q_n \) being accepting, and the value of \( w \) is the meet of all these values. The traversal value of \( w \) is \( \text{trav-val}(w) = Q_0(q_0) \land \bigwedge_{i=1}^n \delta(q_{i-1}, \sigma_i, q_i) \), and its acceptance value is \( F(q_n) \). The \( \Lambda \)-language of \( \mathcal{A} \), denoted \( L(\mathcal{A}) \), maps each word \( w \) to the value of its run in \( \mathcal{A} \). In case such a run does not exist, the value of the word is \( \perp \). An example of an LDFA can be found in Figure 5. We say that two LDFA \( \mathcal{A} \) and \( \mathcal{B} \) are equivalent iff they assign the same values to all words, thus for \( w \in \Sigma^* \), we have \( \text{val}(\mathcal{A}, w) = \text{val}(\mathcal{B}, w) \).

Note that traditional deterministic automata over finite words (DFA, for short) correspond to LDFA over the lattice \( \Lambda_2 \). Indeed, over \( \Lambda_2 \), a word is mapped to the value \( \top \) iff the run on it uses only transitions with value \( \top \) and its final state has value \( \top \).

An LDFA is simple if \( Q_0 \) and \( \delta \) are Boolean. Note that the traversal value of a run \( r \) of a simple LDFA is either \( \bot \) or \( \top \), thus the value of \( r \) is induced by \( F \). For simplicity, in such LDFA we assume \( \delta : Q \times \Sigma \to Q \).

The following lemma was proven in [24] and we give it here for completeness.

**Lemma 5.1** [24] Every LDFA over a lattice \( \Lambda \) with \( n \) states has an equivalent simple LDFA with \( n \cdot |\Lambda| \) states.

**Proof:** Consider an LDFA \( \mathcal{D} = \langle \Lambda, \Sigma, D, d_0, \delta, F \rangle \). Intuitively, in the simple LDFA \( \mathcal{D}' \) we “remember” the lattice value of a run of \( \mathcal{D} \). Formally, let \( \mathcal{D}' = \langle \Lambda, \Sigma, D \times \Lambda, \langle d_0, \top \rangle, \delta', F' \rangle \), where \( F'\langle \langle d, \ell \rangle \rangle = \ell \land F(d) \) and we define \( \delta' \) below. Recall that for every \( d \in D \) and \( \sigma \in \Sigma \), there is at most one state \( d' \in D \) such that \( \delta(d, \sigma, d') \neq \bot \). We define \( \delta'\langle \langle d, \ell \rangle, \sigma \rangle = \langle d', \ell \land \delta(d, \sigma, d') \rangle \). Clearly, the size of \( \mathcal{D}' \) is \( |D| \cdot |\Lambda| \), and it is simple. Moreover, it is not hard to see that \( \mathcal{D} \) and \( \mathcal{D}' \) are equivalent. \( \square \)

### 5.2 Separable LDFA

Recall that in the Boolean setting, our solution to the closed design problem relied on the fact that the specification was given as a minimal DFA. Specifically, we used the fact that states in such a DFA have separating words. It is known that there is no canonical minimal LDFA for a lattice language [21]. However, we show below that it is possible to assume that the specification is given by means of an LDFA whose states have separating words.

Formally, consider an LDFA \( \mathcal{D} = \langle \Lambda, \Sigma, D, d_0, \delta, F \rangle \). We say that two states \( d_1, d_2 \in D \) have a separating word, if there is a word \( w \in \Sigma^* \) such that for every two
words \( w_1, w_2 \in \Sigma^* \) with \( \delta^*_D(w_1) = d_1 \) and \( \delta^*_D(w_2) = d_2 \), we have \( \text{val}(D, w_1 \cdot w) \neq \text{val}(D, w_2 \cdot w) \). We say that \( D \) is separable if every two states have a separating word.

For example, consider the LDFA \( D \) that is depicted in Figure 5. The alphabet of \( D \) is \( \Sigma = \{1, 2, 3\} \) and it is defined over the lattice \( \langle \Sigma^{abc}, \subseteq \rangle \). The states’ names appear above them and their acceptance value inside. We show that \( D \) is not separable. For this, we show that the states \( d_1 \) and \( d_2 \) are not separable, as for the words \( w_1 = 1 \) and \( w_2 = 2 \), we have \( \delta^*_D(w_1) = d_1 \) and \( \delta^*_D(w_2) = d_2 \), but there is no word \( w \) such that \( \text{val}(D, w_1 \cdot w) \neq \text{val}(D, w_2 \cdot w) \). Indeed, words with a prefix \( w_1 \) or \( w_2 \) have either a value of \( \{a\} \) or a value of \( \bot \). If \( 1^* \) is read after reading \( w_1 \) or \( w_2 \), then the value is \( \{a\} \), and otherwise it is \( \bot \). Note that it is not possible to simply merge \( d_1 \) and \( d_2 \) as that would result in a change of the value of either the word 32 or the word 42.

![Figure 4: An example of an LDFA in which the states \( d_1 \) and \( d_2 \) are not separable.](image)

We show that every simple LDFA \( D \) has an equivalent simple separable LDFA \( D' \). By Lemma 5.1, this would imply that every LDFA has an equivalent separable LDFA. Let \( D = \langle A, \Sigma, D, d_0, \delta, F \rangle \). We define an equivalence relation on \( D \) and use it to construct \( D' \). Consider a join-irreducible element \( a \in JI(A) \). We construct a DFA \( D_a \) with \( L(D_a) = \{ w \in \Sigma^* : \text{val}(D, w) \geq a \} \) as follows. We define \( D_a = \langle \Sigma, D, d_0, \delta_a, F_a \rangle \), where for \( q \in Q \) and \( \sigma \in \Sigma \), we have \( \delta_a(q, \sigma) = q' \) iff \( \delta(q, \sigma, q') = \top \), and \( d \in F_a \) iff \( a \leq F(d) \). Since \( D_a \) is a DFA, its language has a canonical minimal DFA \( D'_a \). Moreover, the states of \( D_a \) refine these of \( D'_a \) such that there is a mapping \( f_a \) from the states of \( D_a \) to these of \( D'_a \) such that for two states \( d_1, d_2 \in D \), we have \( f_a(d_1) = f_a(d_2) \) iff for every word \( w \in \Sigma^* \), we have \( w \in L(D'_{d_1}) \) iff \( w \in L(D'_{d_2}) \).

We are ready to define the equivalence relation on \( D \). We define \( d_1 \sim d_2 \) iff \( F(d_1) = F(d_2) \) and for every \( a \in JI(A) \) we have \( f_a(d_1) = f_a(d_2) \). Let \( D_\sim \) be the partition of \( D \) according to \( \sim \).

Consider two states \( d_1, d_2 \in D \) such that \( d_1 \sim d_2 \) and a letter \( \sigma \in \Sigma \). We claim that \( d'_1 = \delta(d_1, \sigma) \sim \delta(d_2, \sigma) = d'_2 \). Assume otherwise, thus either \( F(d'_1) \neq F(d'_2) \) or there is \( a \in JI(A) \) such that \( f_a(d'_1) \neq f_a(d'_2) \). Assume that the second case holds. Then, there is a word \( w \in \Sigma^* \), such that \( a \leq \text{val}(D'_{d'_1}, w) \) and \( a \not\leq \text{val}(D'_{d'_2}, w) \), or the other way around. But then, the word \( \sigma \cdot w \) is separating for \( d_1 \) and \( d_2 \), contradicting the fact that \( f_a(d_1) = f_a(d_2) \). The proof for the first case is similar.

Let \( D' = \langle A, \Sigma, D_\sim, d'_0, \delta', F' \rangle \), where \( d'_0 \in D_\sim \) is such that \( d_0 \in d'_0 \), and \( \delta' \) and \( F' \) are defined as follows. For \( A \in D_\sim \), \( d \in A \), and \( \sigma \in \Sigma \), we define \( \delta'(A, \sigma) = A' \) iff
$\delta(d, \sigma) \in A'$. Then, $F'(A) = F(d)$. By the above, $\delta'$ is well defined.

For example, consider the simple LDFA $D$ that is equivalent to the one in Figure 5. Here, we do not state the values of the transitions as they are all $\top$. Note that the states $\langle d_1, \{a\} \rangle$ and $\langle d_2, \{a\} \rangle$ are not separable and in $D'$ they are merged.

![Figure 5: A simple LDFA that is equivalent to the one in Figure 5.](image)

We claim that $D'$ is equivalent to $D$. Consider a word $w = w_1, \ldots, w_n \in \Sigma^*$ and let $r = r_0, r_1, \ldots, r_n$ and $r' = r'_0, r'_1, \ldots, r'_n$ be the runs of $D$ and $D'$ on $w$, respectively. It is not hard to prove by induction on $i$ that for every $0 \leq i \leq n$, we have $r_i \in r'_i$. Since $D$ and $D'$ are simple, we have $\text{val}(D, w) = F(r_n)$ and $\text{val}(D', w) = F'(r'_n)$. By the claim, $r_n \in r'_n$, and by the definition of $F'$, we have $F'(r'_n) = F(r_n)$, and we are done.

Finally, we claim that $D'$ is separable. Consider two words $w_1, w_2 \in \Sigma^*$ such that $A_1 = \delta^*_D(w_1) \neq \delta^*_D(w_2) = A_2$. If $F(A_1) \neq F(A_2)$, then $\epsilon$ is a separating word. Assume $F(A_1) = F(A_2)$, and we show that they have a separating word. Let $d_1 = \delta^*_D(w_1)$ and $d_2 = \delta^*_D(w_2)$. By the above, we have $d_1 \in A_1$ and $d_2 \notin A_2$. Since $A_1 \neq A_2$, there is $a \in JJ(A)$ such that $f_a(d_1) \neq f_a(d_2)$. Thus, there is a word $w \in \Sigma^*$ such that $a \leq \text{val}(D, w)$ and $a \notin \text{val}(D', w)$, or the other way around. Note that since $D$ is simple, we have $\text{val}(D, w_1 \cdot w) = \text{val}(D', w_1 \cdot w)$ and $\text{val}(D, w_2 \cdot w) = \text{val}(D', w_2 \cdot w)$. Since $D$ and $D'$ are equivalent, they assign the same values to the words $w_1 \cdot w$ and $w_2 \cdot w$, thus we have $a \leq \text{val}(D', w_1 \cdot w)$ and $a \notin \text{val}(D', w_1 \cdot w)$. Recall that two lattice values $x, y \in \Lambda$ are equal iff for every $a \in JJ(A)$, we have $a \leq x$ iff $a \leq y$. Thus, we have that $\text{val}(D', w_1 \cdot w) \neq \text{val}(D', w_1 \cdot w)$, and we are done.

Note that the size of $D'$ is at most the size of $D$. We conclude with the following.

**Theorem 5.2** Every simple LDFA with $n$ states has an equivalent simple LDFA with at most $n$ states.

Recall that in Lemma 5.1, the construction of a simple LDFA results in a blowup in the size of lattice. Thus, we have the following.

**Corollary 5.3** Every LDFA with $n$ states over a lattice $\Lambda$ has an equivalent simple separable LDFA of size at most $n \cdot |\Lambda|$.
5.3 The closed-lattice synthesis problem

Consider a library \( \mathcal{L} \) of box-LDFAs and a design \( \mathcal{D} \). Recall that a design in the Boolean setting is a recipe to construct an LDFA by glueing the components in \( \mathcal{L} \). Given a design \( \mathcal{D} \), we refer to \( \mathcal{A}_{\mathcal{L}, \mathcal{D}} \) as the compositional LDFA that is constructed using \( \mathcal{D} \) and the components from \( \mathcal{L} \). We can now define the lattice closed-design problem. Given a library of box-LDFAs \( \mathcal{L} \) and a specification LDFA \( \mathcal{S} \), decide whether there is a design \( \mathcal{D} \) such that \( \mathcal{A}_{\mathcal{L}, \mathcal{D}} \) is equivalent to \( \mathcal{S} \). Recall that in the lattice setting this means that \( \mathcal{S} \) and \( \mathcal{A}_{\mathcal{L}, \mathcal{D}} \) assign the same values to all words. We assume that the components in \( \mathcal{L} \) as well as \( \mathcal{S} \) are all defined with respect to the same lattice.

**Theorem 5.4** The lattice closed design problem can be solved in polynomial time.

**Proof:** The solution here is similar to that of the closed design problem in Theorem 3.1. Given a library \( \mathcal{L} \) of box-LDFAs and a specification LDFA \( \mathcal{S} \), we construct a full information safety game \( \mathcal{G}_{\mathcal{L}, \mathcal{S}} \) such that Player 1 wins iff there is a design for \( \mathcal{S} \) using the components of \( \mathcal{L} \). Recall that a safety game is a turn-based two player game in which Player 1 wins iff the token that the players move stays within the “safe” vertices. Again, similar to the Boolean setting, Player 1’s strategies correspond to designs. He select the first component to gain control, and once a component relinquishes control, he selects which component gains control next.

Player 2 challenges Player 1’s choice of design. In the Boolean setting, he selects the word that is read while a component is in control, which amounts to selecting an exit state from which the component relinquishes control. In the lattice setting, different runs that exit through the same exit state might have different traversal values. Player 1 should not know what the traversal value is. This has the sense of partial information, which caused the exponential blowup in the open setting. However, we are able to bypass this problem. Assume Player 1 assigns control to a components \( \mathcal{B}_i \), and Player 2 selects the exit state \( e \). Then, we maintain both the join and the meet of all possible values of runs that exit through \( e \).

Formally, assume \( \mathcal{L} \) consists of components of the form \( \mathcal{B}_i = \langle \Lambda, \Sigma, \mathcal{C}_i, \mathcal{C}_0^i, \mathcal{F}_i, \mathcal{E}_i \rangle \), for \( i \in [n] \). As in the Boolean setting, we denote by \( \mathcal{C}, \mathcal{C}_0, \) and \( \mathcal{E} \), the union of the sets of states, initial states, and exit states, respectively, of the components. Let \( \mathcal{S} = \langle \Lambda, \Sigma, S, s_0, F_S \rangle \). By Corollary 5.3, we can assume that \( \mathcal{S} \) is a simple separable LDFA.

We construct a game \( \langle V, E, V_0, \alpha \rangle \), where \( V_1 = \mathcal{E} \times \Lambda \times \Lambda \times S \) and \( V_2 = \mathcal{C}_0 \times \Lambda \times \Lambda \times S \), \( V_1 = \mathcal{C}_0 \times \{ \top \} \times \{ \top \} \times \{ s_0 \} \), and \( E \) and \( \alpha \) are defined as follows. All the vertices in \( V_1 \) are safe, i.e., they are in \( \alpha \). We describe when a vertex \( \langle c_0^i, \ell_i, \ell_1, s \rangle \) in \( V_2 \) is not...
in \(\alpha\). We alter the definitions we had in the Boolean setting of “infix witness” and “suffix witness” to incorporate the lattice values. First, we have that \(\langle c_0^i, \ell_i, \ell_1, s \rangle\) is an infix witness if there exists words \(w_1, w_2 \in \Sigma^*\) such that \(\delta^*_j(w_1) = \delta^*_i(w_2) \in E\) and \(\delta^*_j(s, w_1) \neq \delta^*_i(s, w_2)\). Second, we have that \(\langle c_0^i, \ell_i, \ell_1, s \rangle\) is a suffix witness if there exists a word \(w \in \Sigma^*\) such that either \(\text{val}(B_i, w) \land \ell_i \neq \text{val}(S^*, w)\) or \(\text{val}(B_i, w) \land \ell_1 \neq \text{val}(S^*, w)\).

We describe the edges of the game. First, edges leaving Player 1 vertices are as in the Boolean setting and corresponding to choosing the next component to gain control; we have \(\langle e, \ell_i, \ell_1, s \rangle, \langle c_0^i, \ell_i, \ell_1, s \rangle \in E\), for every \(i \in [n]\). Vertices in \(V_2 \setminus \alpha\) have no outgoing transitions. Consider a vertex \(v = \langle c_0^i, \ell_i, \ell_1, s \rangle \in V_2 \cap \alpha\). Edges leaving \(v\) correspond to a choice of exit state \(e \in B_i\). Since \(v \not\in \alpha\), there is a state \(s' \in S\) such that every word \(w \in \Sigma^*\) that has \(\delta^*(w) = e\) also has \(\delta^*_j(s, w) = s'\). Finally, the traversal values of these words might be different. We update the meet and join of all these traversal values. Formally, there is an edge \(\langle c_0^i, \ell_i, \ell_1, s \rangle, (e, \ell_i', \ell_1', s') \rangle \in E\) iff there exists a word \(w \in \Sigma^*\) such that \(\delta^*_j(w) = e\) and \(\delta^*_j(s, w) = s'\), and \(\ell_i' = \ell_i \land \bigwedge_{w \in \Sigma^*} \delta^*_j(w) = e \text{trav-val}(B_i, w)\) and \(\ell_1' = \ell_1 \land \bigvee_{w \in \Sigma^*} \delta^*_j(w) = e \text{trav-val}(B_i, w)\).

We claim that Player 1 wins \(G_{L,S}\) if there is a correct design for \(S\) using the component of \(L\). For the first direction, assume Player 1 has a winning strategy \(f_D\) and let \(D\) be the corresponding design as in Theorem 3.1. We claim that \(D\) is a correct design. Assume towards contradiction that there is a word \(w \in \Sigma^*\) such that \(\text{val}(A_{L,D}, w) \neq \text{val}(S, w)\). Let \(w = w_1 \cdot w_2 \cdot \ldots \cdot w_m\) be the partition of \(w\) according to the components that process it in \(A_{L,D}\), and let \(\ell_1, \ell_2, \ldots, \ell_m\) be the traversal values of each of the sub-words in the corresponding component. Let \(B_j\) be the component that processes \(w_m\). Note that \(\text{val}(A_{L,D}, w) = \bigwedge_{1 \leq i < m-1} \ell_i \land \text{val}(B_j, w_m)\). Consider the Player 2 strategy \(f_w\) that, intuitively, selects the word \(w_1 \cdot \ldots \cdot w_{m-1}\). The vertex in the game \(G_{L,S}\) that the game reaches is of the form \(v = \langle c_0^i, \ell_i, \ell_1, s \rangle \in V_2\). It is not hard to show that \(\ell_i \leq \bigwedge_{1 \leq i < m-1} \ell_i \leq \ell_1\).

We claim that \(v \not\in \alpha\), which will contradict the fact that \(f_D\) is winning. Recall that two lattice elements are equal iff their order with respect to all join irreducible elements is the same. We distinguish between two cases. First, there is an element \(a \inJI(\Lambda)\) such that \(a \leq \text{val}(A_{L,D}, w)\) and \(a \nleq \text{val}(S, w)\). We claim that \(a \leq (\ell_i \land \text{val}(B_j, w_m))\). Indeed, since \(a \leq \text{val}(A_{L,D}, w)\), we have \(a \leq \text{val}(B_j, w_m)\) as well as \(a \leq \ell_i\), for \(1 \leq i < m - 1\). By the above, the latter implies that \(a \leq \ell_1\). On the other hand, we claim that \(a \nleq \text{val}(S^*, w_m)\). It is not hard to see that \(\delta^*_j(w_1 \cdot \ldots \cdot w_{m-1}) = s\). Since \(S\) is simple, \(\text{val}(S, w) = \text{val}(S^*, w_m)\), thus the claim follows. We conclude that \(\ell_i \land \text{val}(B_j, w_m) \neq \text{val}(S^*, w_m)\), implying that \(v \not\in \alpha\), and we are done. Showing that \(v \not\in \alpha\) when \(a \nleq \text{val}(A_{L,D}, w)\) and \(a \leq \text{val}(S, w)\), is done similarly using \(\ell_i\).

For the other direction, assume there is a correct design \(D\), and we show that the
corresponding Player 1 strategy \( f_D \) is a winning strategy in \( G_{L,S} \). Assume otherwise, and let \( f_2 \) be a Player 2 strategy that is winning against \( f_D \). Let \( v = \langle \ell_1, \ell, \ell_1, s \rangle \notin \alpha \) that the game reaches. Assume \( v \notin \alpha \) because of an infix witness. The contradiction is attained similarly to Theorem 3.1. Recall that in this case there are words \( w_1, w_2 \in \Sigma^* \) such that \( \delta_1^*(w_1) = \delta_1^*(w_2) \in \mathcal{E} \) but \( s_1 = \delta_2^*(s, w_1) \neq \delta_2^*(s, w_2) = s_2 \). Since \( \mathcal{S} \) is separable, there is a separating word \( w \) for \( s_1 \) and \( s_2 \), thus \( \text{val}(\mathcal{S}^{s_1}, w) \neq \text{val}(\mathcal{S}^{s_2}, w) \). But, since \( B_i \) exists from the same exit state when reading \( w_1 \) and \( w_2 \), the LDFA \( A_{L,D} \) assigns the same values to the words with suffix \( w_1 \cdot w \) and \( w_2 \cdot w \), while they get different values in \( \mathcal{S} \).

Assume \( v \notin \alpha \) because of a suffix witness. Thus, there is a word \( w \in \Sigma^* \) such that either \( \ell_1 \land \text{val}(B_j, w) \neq \text{val}(\mathcal{S}, w) \) or \( \ell_1 \land \text{val}(B_j, w) \neq \text{val}(\mathcal{S}, w) \). We prove for the first case and the second is similar. Assume the play \( \text{out}(f_D, f_2) \) traverses the components \( B_{i_1}, \ldots, B_{i_m} \) and exit states \( e_1, \ldots, e_m \). We choose words \( w_1, \ldots, w_m \) that the components traverse. Thus, we need, for every \( 1 \leq j \leq m \) that \( \delta_j^*(w_j) = e_j \).

Again, we distinguish between two cases. First, let \( a \in JI(\Lambda) \) such that \( a \leq (\ell_1 \land \text{val}(B_j, w)) \) and \( a \notin \text{val}(\mathcal{S}, w) \). Since \( a \leq \ell_4 \), for every \( 1 \leq j \leq m \), every word \( u \in \Sigma^* \) such that \( \delta_j^*(u) = e_j \), has \( a \leq \text{trav-val}(B_{i_j}, u) \). So we can choose any such word \( u \) as \( w_j \). Note that since the intermediate vertices in the play \( \text{out}(f_D, f_2) \) are in \( \alpha \), it is not hard to show that \( \delta_j^*(w_1 \cdot \ldots \cdot w_m) = s \). So, we have \( a \leq \text{val}(A_{L,D}, w_1 \cdot \ldots \cdot w_m \cdot w) \) while \( a \notin \text{val}(\mathcal{S}, w_1 \cdot \ldots \cdot w_m \cdot w) \), and we are done. For the second case, \( a \notin (\ell_1 \land \text{val}(B_j, w)) \) and \( a \notin \text{val}(\mathcal{S}, w) \). If \( a \notin \text{val}(B_j, w) \), then we choose for each component some word as in the above. If \( a \notin \ell_4 \), then there is \( 1 \leq j \leq m \) and a word \( w_j \in \Sigma^* \) such that \( \delta_j^*(w_j) = e_j \) and \( a \notin \text{trav-val}(B_{i_j}, w_j) \). We choose the other words as in the above, so that we have \( a \notin \text{val}(A_{L,D}, w_1 \cdot \ldots \cdot w_m) \), and the proof is similar to the above.

\( \square \)

6 Libraries with Costs and Multiple Users

In this section we study the setting in which several designers, each with his own specification, use the library. The construction cost of a component is now shared by the designers that use it, with the share being proportional to the number of times the component is used. For example, if \( c\cdot\text{cost}(\mathcal{B}) = 8 \) and there are two designers, one that uses \( \mathcal{B} \) once and a second that uses \( \mathcal{B} \) three times, then the construction costs of \( \mathcal{B} \) of the two designers are 2 and 6, respectively. The quality cost of a component is not shared. Thus, the cost a designer pays for a design depends on the choices of the other users and he has an incentive to share the construction costs of components with other designers. We model this setting as a multi-player game, which we dub \textit{component library games} (CLGs, for short). The game can be
thought of as a one-round game in which each player (user) selects a design that is correct according to his specification. In this section we focus on closed designs.

Formally, a CLG is a tuple \( \langle \mathcal{L}, \mathcal{S}_1, \ldots, \mathcal{S}_k \rangle \), where \( \mathcal{L} \) is a closed component library and, for \( 1 \leq i \leq k \), the DFA \( \mathcal{S}_i \) is a specification for Player \( i \). A strategy of Player \( i \) is a design that is correct with respect to \( \mathcal{S}_i \). We refer to a choice of designs for all the players as a strategy profile. Consider a profile \( P = \langle D_1, \ldots, D_k \rangle \) and a component \( B \in \mathcal{L} \). The construction cost of \( B \) is split proportionally between the players that use it. Formally, for \( 1 \leq i \leq k \), recall that we use \( nused(B, D_i) \) to denote the number of times \( D_i \) uses \( B \). For a profile \( P \), let \( nused(B, P) \) denote the number of times \( B \) is used by all the designs in \( P \). Thus, \( nused(B, P) = \sum_{1 \leq i \leq k} nused(B, D_i) \). Then, the construction cost that Player \( i \) pays in \( P \) for \( B \) is \( c-cost_i(P, B) = c-cost(B) \cdot \frac{nused(B, D_i)}{nused(B, P)} \). Since the quality costs of the components is not shared, it is calculated as in Section 4. Thus, the cost Player \( i \) pays in profile \( P \), denoted \( cost_i(P) \) is \( \sum_{B \in \mathcal{L}} c-cost_i(P, B) + nused(B, D_i) \cdot q-cost(D_i) \). We define the cost of a profile \( P \), denoted \( cost(P) \), as \( \sum_{i \in [k]} cost_i(P) \).

For a profile \( P \) and a correct design \( D \) for Player \( i \), let \( P[i \leftarrow D] \) denote the profile obtained from \( P \) by replacing the choice of design of Player \( i \) by \( D \). A profile \( P \) is a Nash equilibrium (NE) if no Player \( i \) can benefit by unilaterally deviating from his choice in \( P \) to a different design; i.e., for every Player \( i \) and every correct design \( D \) with respect to \( \mathcal{S}_i \), it holds that \( cost_i(P[i \leftarrow D]) \geq cost_i(P) \).

**Theorem 6.1** There is a CLG with no NE.

**Proof:** We adapt the example for multiset cost-sharing games from [7] to CLGs. Consider the two-player CLG over the alphabet \( \Sigma = \{a, b, c\} \) in which Player 1 and 2’s specifications are (the single word) languages \( \{ab\} \) and \( \{c\} \), respectively. The library is depicted in Figure 6, where the quality costs of all components is 0, \( c-cost(B_1) = 12 \), \( c-cost(B_2) = 5 \), \( c-cost(B_3) = 1 \), and \( c-cost(B_4) = c-cost(B_5) = 0 \). Both players have two correct designs. For Player 1, the first design uses \( B_1 \) twice and the second design uses \( B_1 \) once and \( B_2 \) once. There are also uses of \( B_4 \) and \( B_5 \), but since they can be used for free, we do not include them in the calculations. For Player 2, the first design uses \( B_2 \) once, and the second design uses \( B_1 \) once. The table in Figure 6 shows the players’ costs in the four possible CLG’s profiles, and indeed none of the profiles is a NE.

We study computational problems for CLGs. The most basic problem is the best-response problem (BR problem, for short). Given a profile \( P \) and \( i \in [k] \), find the cheapest correct design for Player \( i \) with respect to the other players’ choices in \( P \). Apart from its practical importance, it is an important ingredient in the solutions to the other problems we study. The next problem we study is finding the
social optimum (SO, for short), namely the profile that minimizes the total cost of all players; thus the one obtained when the players obey some centralized authority. For both the BR and SO problems, we study the decision (rather than search) variants, where the input includes a threshold \( \mu \). Finally, since CLGs are not guaranteed to have a NE, we study the problem of deciding whether a given CLG has a NE. We term this problem \( \exists \text{NE} \).

**Definition 6.1** We define the decision problems formally as follows. Let \( G \) be a CLG.

**BR** An input \( \langle G, P, i, \mu \rangle \) is in BR, where \( P \) is a profile, \( i \in [k] \), and \( \mu \in \mathbb{R} \), iff there is a design \( D \), that is correct with respect to \( S_i \) such that \( \text{cost}_i(P[i \leftarrow D_i]) \leq \mu \).

**SO** An input \( \langle G, \mu \rangle \) is in SO, where \( \mu \in \mathbb{R} \), iff there is a profile \( P \) such that \( \text{cost}(P) \leq \mu \).

**\( \exists \text{NE} \)** An input \( \langle G \rangle \) is in \( \exists \text{NE} \) iff there is a NE profile in \( G \).

Note that the BCD problem studied in Section 4 is a special case of BRP when there is only one player. Also, in a setting with a single player, the SO and BR problems coincide, thus the lower bound of Theorem 4.3 applies to them. In Lemma 4.1 we showed that if there is a correct design \( D \) with \( \text{cost}(D) \leq \mu \), then there is also a correct design \( D' \), based on a memoryless strategy and hence having polynomially many states, such that for every component \( B \), we have \( \text{nused}(D, B) \leq \text{nused}(D', B) \). The arguments there apply in the more general case of CLGs. Thus, we have the following.

**Theorem 6.2** The BR and SO problems are NP-complete.

We continue to study the \( \exists \text{NE} \) problem. We show that \( \exists \text{NE} \) is complete for \( \Sigma_2^P \) – the second level of the polynomial hierarchy. Namely, decision problems solvable in polynomial time by a nondeterministic Turing machine augmented by an oracle for an NP-complete problem. An oracle for a computational problem is a black box that is able to produce a solution for any instance of the problem in a single operation. Thus, for every problem \( P \in \Sigma_2^P \) there is a machine such that for every \( x \in P \) there is
a polynomial accepting computation (with polynomial many queries to the oracle). As co-NP is the dual complexity class of NP, the dual complexity class of $\Sigma^P_2$ is $\Pi^P_2$. Thus, a problem $P$ is $\Sigma^P_2$-complete iff its complement $\overline{P}$ is $\Pi^P_2$-complete.

**Theorem 6.3** The $\exists \NE$ problem is $\Sigma^P_2$-complete.

**Proof:** For the upper bound, we describe a nondeterministic Turing machine with an oracle to SBR problem – the strict version of the BR problem, where we seek a design whose cost is strictly smaller than $\mu$. Given a CLG $G = \langle L, S_1, \ldots, S_k \rangle$, we guess a profile $P = \langle D_1, \ldots, D_k \rangle$, where for $1 \leq i \leq k$, the design $D_i$ has at most $|C_0 \times S_i|$ states, where $S_i$ are the states of $S_i$. First, we check whether $P$ is a profile of correct designs. That is, for $i \in [k]$, we check whether $D_i$ is a correct design with respect to $S_i$, which can be done in polynomial time. If there is an incorrect design we terminate and reject. Next, we check whether $P$ is a NE profile by checking if there is a player that has a beneficial move from $P$. That is, for $i \in [k]$, we feed the oracle the input $\langle G, P, i, \cost_i(P) \rangle$. If the oracle answers YES, then Player $i$ can benefit from deviating and $P$ is not a NE in which case we reject. On the other hand, if for every $i \in [k]$ the oracle answers NO, then $P$ is a NE in which case we accept. Clearly the machine recognizes $\exists \NE$. Note that if $G \in \exists \NE$, one of the profiles $P$ we guess is a NE, and the computation in which we guess $P$ is a polynomial accepting computation.

For the lower bound, we show a reduction from the complement of the $\Pi^P_2$-complete problem min-max vertex cover [23] (MMVC, for short). The input to the MMVC problem is $\langle G, I, J, N, \mu \rangle$, where $G = \langle V, E \rangle$ is an undirected graph, $I$ and $J$ are sets of indices, $N : V \rightarrow \{V_{i,j} \subseteq V : i \in I$ and $j \in J\}$ partitions the vertices, and $\mu \in \mathbb{N}$ is a value. Note that since $G$ is undirected, its edges are sets with two vertices. We refer to the sets in the partition $\{V_{i,j}\}_{i \in I, j \in J}$ as neighborhoods and for $v \in V$ we refer to $N(v)$ as the neighborhood of $v$. Note that there is a coarser partition of $V$, namely $\{V_i\}_{i \in I}$, where $V_i = \bigcup_{j \in J} V_{i,j}$. We refer to the elements in this partition as districts and, for $v \in V$, use $D(v)$ to denote the district $v$ belongs to. For a function $t : I \rightarrow J$ we define $V_t = \bigcup_{i \in I} V_{i,t(i)}$. Intuitively, $t$ is a choice of neighborhood in each district. Let $G_t = \langle V_t, E_t \rangle$ be the induced subgraph of $G$ on the vertex set $V_t$. Formally, for $e \in E$, we have $e \in E_t$ iff $e \in V_t$. For a graph $G$, we say that $V' \subseteq V$ is a vertex cover of $G$ if for every $e = \{u, v\} \in E$ we have $V' \cap \{u, v\} \neq \emptyset$. An input $\langle G, I, J, N, \mu \rangle$ is in MMVC iff for any choice of neighborhoods in the districts given by a function $t$, the smallest vertex cover of the resulting graph is at most $\mu$. Formally, $\max_{t \in J} \min_{i \in I} |V'| : V' \subseteq V_t$ is a vertex cover of $G_t \leq \mu$. We assume without loss of generality that $\mu \leq |V|$.

Consider an input $\langle G, I, J, N, \mu \rangle$ to MMVC. We construct a CLG $G$ with library $L$ and specifications $S_0, S_1, \ldots, S_{|I|}$ such that $G$ has a NE iff $\langle G, I, J, N, \mu \rangle \notin \exists \NE$. The oracle will verify if $P$ is a correct profile. For each district $i$, we refer to the sets in the partition $\{V_{i,j}\}_{j \in J}$ as neighborhoods and for $v \in V_i$ we refer to $N_i(v)$ as the neighborhood of $v$. Note that there is a coarser partition of $V$, namely $\{V_i\}_{i \in I}$, where $V_i = \bigcup_{j \in J} V_{i,j}$. We refer to the elements in this partition as districts and, for $v \in V_i$, use $D(v)$ to denote the district $v$ belongs to. For a function $t : I \rightarrow J$ we define $V_t = \bigcup_{i \in I} V_{i,t(i)}$. Intuitively, $t$ is a choice of neighborhood in each district. Let $G_t = \langle V_t, E_t \rangle$ be the induced subgraph of $G$ on the vertex set $V_t$. Formally, for $e \in E$, we have $e \in E_t$ iff $e \in V_t$. For a graph $G$, we say that $V' \subseteq V$ is a vertex cover of $G$ if for every $e = \{u, v\} \in E$ we have $V' \cap \{u, v\} \neq \emptyset$. An input $\langle G, I, J, N, \mu \rangle$ is in MMVC iff for any choice of neighborhoods in the districts given by a function $t$, the smallest vertex cover of the resulting graph is at most $\mu$. Formally, $\max_{t \in J} \min_{i \in I} |V'| : V' \subseteq V_t$ is a vertex cover of $G_t \leq \mu$. We assume without loss of generality that $\mu \leq |V|$.
MMVC. The alphabet $\Sigma$ consists of letters $i, \tilde{i} \in I$, $v, \tilde{v} \in V$, and $e \in E$. Let $E = \{e_1, \ldots, e_m\}$. The specification of Player 0 consists of words of length $3|E|$ of the form $v_1 \tilde{v}_1 e_1 \ldots v_m \tilde{v}_m e_m$, for some $v_1, \ldots, v_m \in V$ (allowing duplicates). For $i \in I$, the specifications of Player $i$ consist of the single word $i \cdot (\tilde{i})^\ell$, where $\ell$ is a polynomial in $|V|$, which we define in the following.

We describe the components of $\mathcal{L}$ (see Figure 7). When describing the components’ costs we only refer to the construction cost as their quality costs are 0. The simplest components are $B_{\text{acc}}$ and $B_{\text{rej}}$. They consist of a single initial state that is accepting in $B_{\text{acc}}$ and rejecting in $B_{\text{rej}}$. The cost of both these components is 0. The next component is $B_0$, which is exactly $S_0$, and its cost is $\mu + 1$. The rest of the components have no accepting states. We describe these components by the words that they can process. For each word there is a unique disjoint path from the initial to a separate exit state. For every neighborhood $V_{i,j}$ there is a component $B_{i,j} \in \mathcal{L}$ that costs $(3|E| + 2)(\mu + 1)$. We refer to these components as neighborhood components. The single-lettered words it can process are $i, \tilde{i}$, and $v$ for $v \in V_{i,j}$. Also, it can process the words $v\bar{v}e$ for $v \in V \setminus V_{i,j}$ and $e \in E$, and $\bar{v}e$ for $v \in V_{i,j}$ and $e \in E$ such that $e \cap (V \setminus V_{i,j}) \neq \emptyset$. For every $v \in V$ there is a component $B_v$ that costs 1. We refer to these components as vertex components. The words it can process are $\bar{u}e$ for $u \in \mathcal{N}(v)$ and $e \in E$ such that $v \in e$. For $i \in I$ there is a component $B_i$ that can process the word $\tilde{i}$ and costs a very small value $\xi > 0$. The construction is clearly polynomial in the input.

Figure 7: Some of the components in the library produced by the reduction from MMVC.

We claim that $\langle G, I, J, N, \mu \rangle \not\in$ MMVC iff $\mathcal{G} = \langle \mathcal{L}, S_0, S_1, \ldots, S_I \rangle \in \exists \text{NE}$. For the first direction, assume $\langle G, I, J, N, \mu \rangle \not\in$ MMVC. Thus, there is a function $t : I \rightarrow J$ such that every vertex cover of $V_I$ has more than $\mu$ vertices. We claim that the CLG $\mathcal{G}$ has a NE. Consider the profile $P$ in which Player 0 uses only the component $B_0$ and, for $i \in I$, Player $i$ uses the design $D_{i, t(i)}$, which we describe below, and uses only the neighborhood component $B_{i, t(i)}$ and the components $B_{\text{acc}}$ and $B_{\text{rej}}$. For $i \in I$ and $j \in J$, we describe the design $D_{i,j}$. In $D_{i,j}$, the component $B_{i,j}$ gains initial control. If the component relinquishes control after reading the single-lettered word $i$, it regains control. If it relinquishes control after reading any other word, the design assigns
control to $B_{\text{rej}}$. Similarly, for $\ell$ times, control is given to $B_{i,j}$ assuming it reads the word $\tilde{u}$, and otherwise control is given to $B_{\text{rej}}$. After $B_{i,j}$ gains control $\ell + 1$ times, control is assigned to $B_{\text{acc}}$. Clearly, $L(D_{i,j}) = L(S_i)$, thus it is a correct design for Player $i$.

Assume towards contradiction that $P$ is not a NE. Thus, there is a player that benefits from deviating. We start by showing that, for $i \in I$, Player $i$ cannot benefit from deviating. Note that for $j \in J$, no other player uses a component $B_{i,j}$ in $P$. Thus, deviating to a design $D_{i,j}$, for $j \neq t(i)$, would result in the same cost for Player $i$, and deviating to any other correct design would increase his cost, and is clearly not beneficial.

We continue to show that Player 0 cannot benefit from a deviation. Assume towards contradiction that there is a correct design $D$ such that $\text{cost}_0(P) > \text{cost}_0(P[0 \leftarrow D])$. Consider the set $V' \subseteq V$ of vertices that correspond to vertex components that are used in $D$, thus $v \in V'$ iff $B_v \in \text{used}(D)$. Recall that $c\text{-cost}(B_0) = \mu + 1$, thus $\text{cost}_0(P) = \mu + 1$. Since the construction costs of the vertex components is 1 and Player 1 does not share them, we have $|V'| \leq \mu$.

We claim that there is a vertex cover $V'' \subseteq V' \cap V_i$ for $G_i$. Since $|V'| \leq \mu$, this would contradict our assumption that $\langle G, I, J, N, \mu \rangle \notin \text{MMVC}$. Recall that the cost of using a neighborhood component without sharing is more than $\mu + 1$. Since we assume Player 0 benefits from deviating to $D$, he must share all his uses of these components. Since the neighborhood components that are used by the players $1, \ldots, |I|$ are exactly these that are dictated by $t$, every neighborhood component $B_{i,j} \in \text{used}(D)$ has $j = t(i)$.

We claim that for every $e \in E_t$ there is a vertex $v \in V' \cap V_i$ such that $v \in e$. Let $E_t = \{e_{i_1}, \ldots, e_{i_u}\}$ and $j \in [I]$. Consider the word $w = v\bar{v}e_{i_1}\bar{v}v_2 \ldots \bar{v}v_{i_{j-1}}$ for some $v \in V$. Since $w$ is a prefix of a word in $L(S_0)$, the run of $A_{L,D}$ on $w$ does not get stuck. Since the last letter in $w$ is in $E$ the component that gains control after reading $w$ is a neighborhood component, thus it is $B_{i,t(i)}$ for some $i \in I$.

Consider the word $w' = w \cdot \bar{v}v e_{i_j}$ for $u \in V_{i,t(i)}$. Again, since $w'$ is a prefix of a word in $L(S_0)$ the run of $A_{L,D}$ on $w'$ does not get stuck. Since $u \in V_i$, $B_{i,t(i)}$ relinquishes control after reading $u$. We claim that a vertex component $B_v$ must gain control next. Indeed, since $u \in V_{i,t(i)}$, the only neighborhood component that is a candidate to process the word $\bar{u}e$ is $B_{i,t(i)}$. However, since $u \in G_t$ if it has an endpoint that belongs to the district $V_i$, then the endpoint is in $V_{i,t(i)}$. Thus, $B_{i,t(i)}$ cannot process $\bar{u}e$ and it is processed by a vertex component $B_v$. Note that since it can process the word $\bar{u}e$, we have $u \in N(v)$, thus $N(v) = V_{i,t(i)}$. Moreover, $v \in e$. Clearly $v \in V'$ as $D$ uses $B_v$, and we are done.

For the second direction, assume $\langle G, I, J, N, \mu \rangle \in \text{MMVC}$. Assume towards contradiction that there is a NE profile $P$ in $G$. We distinguish between two cases.
In the first case, Player 0 does not use $B_0$. Recall that Player 0 has a correct design that uses only $B_0$ and costs $\mu + 1$. Moreover, every correct design that uses $B_0$ must use a neighborhood component $B_{i,j}$, which costs $(3|E| + 2)(\mu + 1)$. Since $P$ is a NE, Player $i$, the only player that can use $B_{i,j}$, uses $B_{i,j}$ at least $3|E| + 1$ times. We claim that Player $i$ has a beneficial deviation from $P$, contradicting the fact that $P$ is a NE. First, we bound $\text{cost}_i(P)$. Clearly, Player 0 uses $B_{i,j}$ at most $3|E|$ times, thus $\text{cost}_i(P) \geq \frac{3|E|}{3|E| + 3|E| + 1} \cdot \text{cost}(B_{i,j})$. We describe a beneficial deviation for Player $i$. Consider the design $D$ that assigns initial control to $B_{i,j}$. If it relinquishes control after reading anything different from $i$, $D$ assigns control to $B_{tsj}$. Otherwise, the component $B_i$, which can process only the word $\tilde{i}$, gains control $\ell$ consecutive times after which $B_{tea}$ gains control. It is not hard to see that $L(D) = L(S_i)$. Since $\text{nused}(D, B_{i,j}) = 1$ and $\text{nused}(D, B_i) = \ell$, we have $\text{cost}_i(P[i \leftarrow D]) \leq \frac{1}{2} \text{cost}(B_{i,j}) + \xi$. For sufficiently small $\xi$, we have $\text{cost}_i(P) > \text{cost}_i(P[i \leftarrow D])$, and we are done.

In the second case, the design Player 0 chooses in $P$ is the design that uses only the component $B_0$. Thus, $\text{cost}_0(P) = \mu + 1$. Recall that for every $i \in I$ and $j \in J$, the design $D_{i,j}$ is a correct design for Player $i$ that uses only the neighborhood component $B_{i,j}$. It is not hard to see that since $P$ is a NE, every Player $i$ chooses some design $D_{i,j}$. Let $t : I \rightarrow J$ be the function that corresponds to these players’ choices. Since $\langle G, I, J, N, \mu \rangle \in \text{MMVC}$, there is a vertex cover $V' \subseteq V_i$ of $G_i$ such that $|V'| \leq \mu$.

We construct a design $D$ for Player 0 that is a beneficial deviation from $P$. Recall that Player 0’s specification is the set of words of length $3|E|$ of the form $v_1v_2\cdots v_mw_1\cdots w_m$, where $E = \{e_1, \ldots, e_m\}$ and $v_1, \ldots, v_m \in V$ (allowing duplicates). The definition of $D$ is inductive. Let $1 \leq l \leq |E|$. Consider a word $w \in \Sigma^*$ of length $3(l - 1)$ that can be extended to a word in $L(S_0)$. That is, there is a word $x \in \Sigma^*$ such that $w \cdot x \in L(S_0)$. For $v \in V$, let $w_v = w \cdot \hat{v}e_{l+1}$. Note that $w_v$ can also be extended to a word in $L(S_0)$ (possibly with $\epsilon$). Assuming the run of $A_{L,D}$ on $w$ does not get stuck and control is relinquished from some component after reading $w$, we describe how $D$ assigns control next such that the run of $A_{L,D}$ on every $w_v$ does not get stuck and control is relinquished after reading $w_v$.

We distinguish between two cases. In the first case, $e_l \notin E_i$. Thus, there is a vertex $v \in e_l \setminus V_i$. Let $V_i$ be $v$’s district, thus $V_i = D(v)$. Let $V_{i,j} \subseteq V_i$ be the neighborhood in $V_i$ that is selected by $t$, thus $j = t(i)$. Note that this since $v \notin V_i$, it does not belong to $V_{i,j}$. The component to which $D$ assigns control after reading $w$ is the neighborhood component $B_{i,j}$. Consider a vertex $u \in V$. If $u \notin V_{i,j}$, then when reading $u\hat{u}e_i$ the run in $B_{i,j}$ does not get stuck and control is relinquished at its end. If $u \in V_{i,j}$, then $B_{i,j}$ relinquishes control after reading $u$. In such a case we define $D$ to reassign control to $B_{i,j}$. Note that the run of $B_{i,j}$ on $\hat{u}e_l$ does not get stuck. Indeed, the vertex $v \in e_l$ is a witness to the fact that $(V_i \setminus V_{i,j}) \cap e_l \neq \emptyset$. Clearly,
control is relinquished after $B_{i,j}$ reads $\tilde{u}e_l$. If in one of the times $B_{i,j}$ gains control it relinquishes it after reading any other word $x \in \Sigma^*$, then there is no $y \in \Sigma^*$ such that $w \cdot x \cdot y \in L(S_0)$, and we assign control to $B_{rej}$.

In the second case, $e_l \in E_t$. Thus, there is a vertex $v$ in the vertex cover $V'$ such that $v \in e_l$. Let $N(v) = V_{i,j}$. Note that since $v \in V_t$, we have $t(i) = j$. The component to which $D$ assigns control after reading $w$ is the neighborhood component $B_{i,j}$. Consider a vertex $u \in V$. The case where $u \not\in V_{i,j}$ is similar to the previous case. For $u \in V_{i,j}$, when $B_{i,j}$ reads $u$, it relinquishes control. In such a case, $D$ assigns control to $B_v$. Since $v \in V_{i,j}$ and $v \in e_l$, the component $B_v$ can process the word $\tilde{u}e_l$, and it relinquishes control after its end. Similarly to the above, if $B_{i,j}$ or $B_v$ relinquish control after reading any other word $x \in \Sigma^*$, then we assign control to $B_{rej}$. Finally, if $l = |E|$, we assign control $B_{acc}$.

Correctness of the design $D$ is immediate from the construction. We claim that $\text{cost}_0(P[0 \leftarrow D]) < \mu + 1$. Note that the $D$ uses two types of components. The first type is neighborhood components. Consider $B_{i,j} \in \text{used}(D)$. Note that we constructed $D$ so that $j = t(i)$. Thus, Player 0 shares the cost of $B_{i,j}$ with Player $i$. Recall that Player $i$ chooses the design $D_{i,j}$ that uses $B_{i,j}$ $\ell$ times. We define $\ell$ to be sufficiently large so that the proportion of the cost that Player 0 pays is less than $\frac{1}{2|E|}$. Thus, the total cost Player 0 endures for neighborhood components is less than 1. The second type of components $D$ uses is vertex components. Since $D$ uses vertex components that correspond to vertices in the vertex cover $V'$, the number of such component that $D$ uses is at most $\mu$, which is the total cost for these components. Thus, $\text{cost}_0(P[0 \leftarrow D]) < \mu + 1$, and we are done.

7 Discussion

Traditional synthesis algorithms assumed that the system is constructed from scratch. Previous work adjusted synthesis algorithms to a reality in which systems are constructed from component libraries. We adjust the algorithms further, formalize the notions of quality and cost and seek systems of high quality and low cost. We argue that one should distinguish between quality considerations, which are independent of uses of the library by other designs, and pricing considerations, which depend on uses of the library by other designs.

Once we add multiple library users to the story, synthesis is modeled by a resource-allocation game and involves ideas and techniques form algorithmic game theory. In particular, different models for sharing the price of components can be taken. Recall that in our model, users share the price of a component, with the share being proportional to the number of uses. In some settings, a uniform sharing
A rule may fit better, which also makes the game more stable. In other settings, a more appropriate sharing rule would be the one used in congestion games – the more a component is used, the higher is its price, reflecting, for example, a higher load. Somewhat surprising, games with congestion effects turn out to be more stable than cost-sharing games [9]. Still, the complexity of the decision problems we study here for CLGs match the ones for CLGs with congestion effects. Moreover, synthesis of different specifications in different times gives rise to dynamic allocation of components, and synthesis of collections of specifications by different users gives rise to coalitions in the games. These notions are well studied in algorithmic game theory and enable an even better modeling of the rich settings in which traditional synthesis is applied.

References


Congestion Games with Multisets of Resources and Applications in Synthesis
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Abstract

In classical congestion games, players’ strategies are subsets of resources. We introduce and study multiset congestion games, where players’ strategies are multisets of resources. Thus, in each strategy a player may need to use each resource a different number of times, and his cost for using the resource depends on the load that he and the other players generate on the resource.

Beyond the theoretical interest in examining the effect of a repeated use of resources, our study enables better understanding of non-cooperative systems and environments whose behavior is not covered by previously studied models. Indeed, congestion games with multiset-strategies arise, for example, in production planning and network formation with tasks that are more involved than reachability. We study in detail the application of synthesis from component libraries: different users synthesize systems by gluing together components from a component library. A component may be used in several systems and may be used several times in a system. The performance of a component and hence the system’s quality depends on the load on it.

Our results reveal how the richer setting of multisets congestion games affects the stability and equilibrium efficiency compared to standard congestion games. In particular, while we present very simple instances with no pure Nash equilibrium and prove tighter and simpler lower bounds for equilibrium inefficiency, we are also able to show that some of the positive results known for affine and weighted congestion games apply to the richer setting of multisets.

1 Introduction

Congestion games model non-cooperative resource sharing among selfish players. Resources may be shared by the players and the cost of using a resource increases
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with the load on it. Such a cost paradigm models settings where high congestion corresponds to lower quality of service or higher delay. Formally, each resource $e$ is associated with an increasing latency function $f_e : \mathbb{N} \rightarrow \mathbb{R}$, where $f_e(\ell)$ is the cost of a single use of $e$ when it has load $\ell$.

Previous work on congestion games assumes that players’ strategies are subsets of resources, as is the case in many applications, most notably routing and network design. For example, in the setting of networks, players have reachability objectives and strategies are subsets of edges, each inducing a simple path from the source to the target [29, 3, 19]. We introduce and study multiset games, where players’ strategies are multisets of resources. Thus, a player may need a resource multiple times—depending on the specific resource and strategy, and his cost for using the resource depends on the load that he and the other players generate on it. Formally, in multiset congestion games (MCGs, for short), a player that uses $j$ times a resource $e$ that is used $\ell$ times by all players together, pays $j \cdot f_e(\ell)$ for these uses.

Beyond the theoretical interest in examining the effect of multisets on the extensively-studied classical games, multiset congestion games arise naturally in many applications and environments. The use of multisets enables the specification of rich settings that cannot be specified by means of subsets. We give here several examples.

As a first example, consider network formation. In addition to reachability tasks, which involve simple paths (and hence, subsets of resources), researchers have studied tasks whose satisfaction may involve paths that are not simple. For example, a user may want to specify that each traversal of a low-security channel is followed by a visit to a check-sum node. A well-studied class of tasks that involve paths that need not be simple are those associated with a specific length, such as patrols in a geographical region. Several communication protocols are based on the fact that a message must pass a pre-defined length before reaching its destination, either for security reasons (e.g., in Onion routing, where the message is encrypted in layers [27]) or for marketing purposes (e.g., advertisement spread in social networks). In addition, tasks of a pre-defined length are the components of proof-of-work protocols that are used to deter denial of service attacks and other service abuses such as spam (e.g., [15]), and of several protocols for sensor networks [7]. The introduction of multiset corresponds to strategies that are not necessarily simple paths [5].

In production systems or in planning, a system is modeled by a network whose nodes correspond to configurations and whose edges correspond to actions performed by resources. Users have tasks, that need to be fulfilled by taking sequences of actions. This setting corresponds to an MCG in which the strategies of the players are multisets of actions that fulfill their tasks, which indeed often involve repeated execution of actions [13]; for example “once the arm is up, do not put it down until the block is placed”. Also, multiset games can model preemptive scheduling, where
the processing of a job may split in several feasible ways among a set of machines.

Our last example, which we are going to study in detail, is synthesis form component libraries. A central problem in formal methods is synthesis [26], namely the automated construction of a system from its specification. In real life, hardware and software systems are rarely constructed from scratch. Rather, a system is typically constructed from a library of components by gluing components from a library (allowing multiple uses) [23]. For example, when designing an internet browser, a designer does not implement the TCP protocol but uses existing implementations as black boxes. The library of components is used by multiple users simultaneously, and the usages are associated with costs. The usage cost can either decrease with load (e.g., when the cost of a component represents its construction price, the users of a component share this price) as was studied in [4], or increase with load (e.g., when the components are processors and a higher load means slower performance). The later scenario induces an instance of an MCG.

Let us demonstrate the intricacy of the multiset setting with the question of the existence of a pure Nash equilibrium (PNE). That is, whether each instance of the game has a profile of pure strategies that constitutes a PNE – a profile such that no player can decrease his cost by unilaterally deviating from his current strategy. By [28], classical congestion games are potential games and thus always have a PNE. Moreover, by [19], in a symmetric congestion game, a PNE can be found in polynomial time. As we show in Example 1 below, a PNE might not exist in an MCG even in a symmetric two-player game over identical resources.

Example 1: Consider the following symmetric MCG with two players and three resources: \(a, b,\) and \(c\). The players’ strategy space is \(\{a, a, b\}\) or \(\{b, b, c\}\) or \(\{c, c, a\}\). That is, a player needs to access some resource twice and the (cyclically) consequent resource once. The latency function of all three resources is the same, specifically, \(f_a(\ell) = f_b(\ell) = f_c(\ell) = \ell^2\). The players’ costs in all possible profiles are given in Table 1. We show that no PNE exists in this game. Assume first that the two players select distinct strategies, w.l.o.g. \(\{a, a, b\}\) and \(\{b, b, c\}\). In this profile, \(a\) is accessed twice, \(b\) is accessed three times, and \(c\) is accessed once. Thus, every access of \(a, b\) and \(c\) costs 4, 9 and 1 respectively. The cost of Player 1 is 8 + 9 = 17, while the cost of Player 2 is 18 + 1 = 19. By deviating to \(\{c, c, a\}\), the cost of Player 2 will reduce to 17 (while the cost of Player 1 will increase to 19). Thus, no PNE in which the players select different strategies exists. If the player select the the same strategy, then one resource is accessed 4 times, and one resource is accessed twice, implying that the cost of both players is \(2 \cdot 16 + 1 \cdot 4 = 36\), and any deviation is profitable. We conclude that no PNE exists in the game.

We study and answer the following questions in general and for various classes of multiset congestion games (for formal definitions, see Section 2): (i) Existence
Table 1: Players costs. Each entry describes the cost of Player 1 followed by the cost of Player 2.

<table>
<thead>
<tr>
<th></th>
<th>{a, a, b}</th>
<th>{b, b, c}</th>
<th>{c, c, a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{a, a, b}</td>
<td>36, 36</td>
<td>19, 17</td>
<td>17, 19</td>
</tr>
<tr>
<td>{b, b, c}</td>
<td>17, 19</td>
<td>36, 36</td>
<td>19, 17</td>
</tr>
<tr>
<td>{c, c, a}</td>
<td>19, 17</td>
<td>17, 19</td>
<td>36, 36</td>
</tr>
</tbody>
</table>

of a PNE. (ii) An analysis of *equilibrium inefficiency*. A *social optimum* (SO) of the game is a profile that minimizes the total cost of the players; thus, the one obtained when the players obey some centralized authority. It is well known that decentralized decision-making may lead to solutions that are sub-optimal from the point of view of society as a whole. We quantify the inefficiency incurred due to selfish behavior according to the *price of anarchy* (PoA) [22] and *price of stability* (PoS) [3] measures. The PoA is the worst-case inefficiency of a PNE (that is, the ratio between the cost of a worst PNE and the SO). The PoS is the best-case inefficiency of a Nash equilibrium (that is, the ratio between the cost of a best PNE and the SO). (iii) *Computational complexity* of finding a PNE.

Before we turn to describe our results, let us review related work. *Weighted* congestion games (WCGs, for short), introduced in [25], are congestion games in which each player $i$ has a weight $w_i \in \mathbb{N}$, and his contribution to the load of the resources he uses as well as his payments are multiplied by $w_i$. WCGs can be viewed as a special case of MCGs, where each resource in a strategy for Player $i$ repeats $w_i$ times. A different extension of WCGs in which players may use a resource more than once is *integer splittable WCGs* [24, 30]. These games model the setting in which a player has a number (integer) of tasks he needs to perform and can split them among the resources. For example, in the network setting, a player might need to send $\ell \in \mathbb{N}$ packets from vertex $s$ to $t$. He can send the packets on different paths, but a packet cannot be split. MCGs are clearly more general than WCGs and integer splittable WCGs – the ability to repeat each resource a different number of times lead to a much more complex setting. Thus, it is interesting to compare our results with these known for these games.

It is shown in [17, 21] that the existence of a PNE in WCGs depends on the latency function: when the latency functions are either affine or exponential, WCGs are guaranteed to admit a PNE, whereas WCGs with a polynomial latency function need not have a PNE. In [24], the author shows that PNE always exists when the latency functions are linear using a *potential function* argument. This argument fails when the latency functions are convex, but [30] are still able to show that there is
always a PNE in these games. We are able to show that the exact potential function of [17] applies also to (the much richer) affine MCGs (that is, MCGs with a affine latency function), and thus they always admit a PNE. As demonstrated in Example 1, very simple MCGs with quadratic latency functions might have no PNE.

We turn on to results in the front of equilibrium inefficiency. In congestion games with affine latency functions, both the PoA and PoS measures are well understood. It was shown in [12] that $\text{PoS} \geq 1 + \frac{1}{\sqrt{\phi}} \approx 1.577$ and is at most 1.6. A tight upper bound was later shown in [10]. Also, $\text{PoA} = \frac{5}{2}$ [12]. Going one step towards our setting to the study of affine WCGs, [6] shows that $\text{PoA} = 1 + \phi$, where $\phi \approx 1.618$ is the golden ratio. The PoS question is far from being settled. Only recently, [9] shows a first upper bound of 2 for PoS in linear WCGs, which is a subclass of affine WCGs. As far as we know, the only lower bound that is known for affine WCGs is the lower bound from the unweighted setting. So there is a relatively large gap between the upper- and lower-bounds for the PoS in these games.

We bound the potential function in order to show that every affine MCG $G$ has $\text{PoS}(G) < 2$. This improves and generalizes the result in [9]. Our most technically-challenging result is the PoS lower-bound proof, which involves the construction of a family $\mathcal{G}$ of linear MCGs. Essentially, the game $G_k \in \mathcal{G}$ is parameterized by the number of players and defined recursively. The use of multisets enables us to define a game in which, although the sharing of resources dramatically changes between its profiles, the cost a player pays is equal in all of them. For $k = 17$ we obtain that $\text{PoS}(G_{17}) > 1.631$. This is the first lower bound in these models that exceeds the 1.577 lower bound in congestion games. Finally, the PNE in $\mathcal{G}$ is achieved with dominant strategies, so our bound holds for stronger equilibrium concepts.

As for the PoA, we show that MCGs with latency functions that are polynomials of degree at most $d$ have $\text{PoA} = \Phi_d^d + 1$, where $\Phi_d$ is the unique nonnegative real solution to $(x + 1)^d = x^{d+1}$. Observe that $\Phi_d$ is a natural generalization of the golden ratio to higher degrees. Specifically, $\Phi_1 = \phi$. For the upper bound, we adjust the upper-bound proof of [2] to our setting. We show a simplified matching lower bound; a simple two-player MCG with only two resources and latency functions of the form $f(\ell) = \ell^d$. For general latency functions we show that the PoA can be arbitrarily high.

We turn to study the application of synthesis from component libraries by multiple players. Recall that in this application, different users synthesize systems from components. A component may be used in several systems and may be used several times in a system. The quality of a system depends on the load on its components. This gives rise to an MCG, which we term a component library game (CLG, for short). On the one hand, a CLG is a special case of MCG, so one could expect
positive results about MCGs to apply to CLGs. On the other hand, while in MCGs the strategies of the players are given explicitly by means of multisets of resources, in CLGs the strategies of the players are given symbolically by means of a specification deterministic finite automaton – the one whose language has to be composed from the library’s components.

We prove that every MCG has a corresponding CLG, implying that negative results for MCGs apply to CLGs. Moreover, we show that the succinctness of the presentation of the strategies makes decision problems about MCGs more complex in the setting of CLGs. We demonstrate this by studying the complexity of the best-response problem – deciding whether a player can benefit from a unilateral deviation from his strategy, and the problem of deciding whether a PNE exists in a given game. For the best-response problem, which is in P for MCGs, we prove NP-completeness for CLGs. The problem of deciding the existence of a PNE is known to be strongly NP-complete for weighted symmetric congestion games. For network congestion games with player specific cost functions, this problem is NP-complete for arbitrary networks, while a PNE can be found efficiently for constant size networks [1]. We provide a simpler hardness proof for MCGs, which is valid also for a constant number of resources, and we show that for CLGs the problem is $\Sigma_P^2$-complete. As good news, we are able to prove a “small-design property” for CLGs, which bounds the number of strategies that one needs to consider and enables us to lift to CLGs the positive results for MCGs with linear latency functions. Thus, such CLGs always have a PNE and their PoS is at most 2.

Due to space constraints, some proofs and examples are given in the appendix.

2 Preliminaries

A multiset over a set $E$ of elements is a generalization of a subset of $E$ in which each element may appear more than once. For a multiset $A$ over $E$ and an element $e \in E$, we use $A(e)$ to denote the number of times $e$ appears in $A$, and use $e \in A$ to indicate that $A(e) \geq 1$. When describing multisets, we use $e^m$, for $m \in \mathbb{N}$, to denote $m$ occurrences of $e$.

A multiset congestion game (MCG) is a tuple $G = \langle K, E, \{\Sigma_i\}_{i \in K}, \{f_e\}_{e \in E}\rangle$, where $K = \{1, \ldots, k\}$ is a set of players, $E$ is a set of resources, for every $1 \leq i \leq k$, the strategy space $\Sigma_i$ of Player $i$ is a collection of multisets over $E$, and for every resource $e \in E$, the latency function $f_e : \mathbb{N} \rightarrow \mathbb{R}$ is a non-decreasing function. The MCG $G$ is an affine MCG if for every $e \in E$, the latency function $f_e$ is affine, i.e., $f_e(x) = a_e x + b_e$, for non-negative constants $a_e$ and $b_e$. Similarly, we say that $G$ is a linear MCG if it is affine and for $e \in E$ we have $b_e = 0$. We assume w.l.o.g. that...
for \( e \in E \) we have \( a_e \geq 1 \). Classical congestion games are a special case of MCGs where the players’ strategies are sets of resources. Weighted congestion games can be viewed as a special case of MCGs, where for every \( 1 \leq i \leq k \), multiset \( s_i \in \Sigma \) and \( e \in s_i \), we have \( s_i(e) = w_i \).

A profile of a game \( G \) is a tuple \( P = \langle s_1, s_2, \ldots, s_k \rangle \in (\Sigma_1 \times \Sigma_2 \times \cdots \times \Sigma_k) \) of strategies selected by the players. For a resource \( e \in E \), we use \( L_{e,i}(P) \) to denote the number of times \( e \) is used in \( P \) by Player \( i \). Note that \( L_{e,i}(P) = s_i(e) \). We define the load on \( e \) in \( P \), denoted \( L_e(P) \), as the number of times it is used by all players, thus \( L_e(P) = \sum_{1 \leq i \leq k} L_{e,i}(P) \) \(^1\).

In classical congestion games, all players that use a resource \( e \) pay \( f_e(\ell) \), where \( \ell \) is the number of players that use \( e \). As we formalize below, in MCGs, the payment of a player for using a resource \( e \) depends on the number of times he uses it. Given a profile \( P \), a resource \( e \in E \), and \( 1 \leq i \leq k \), the cost of \( e \) for Player \( i \) in \( P \) is \( cost_{e,i}(P) = L_{e,i}(P) \cdot f_e(L_e(P)) \). That is, for each of the \( L_{e,i}(P) \) uses of \( e \), Player \( i \) pays \( f_e(L_e(P)) \). The cost of Player \( i \) in the profile \( P \) is then \( cost_i(P) = \sum_{e \in E} cost_{e,i}(P) \) and the cost of the profile \( P \) is \( cost(P) = \sum_{1 \leq i \leq k} cost_i(P) \). We also refer to the cost of a resource \( e \) in \( P \), namely \( cost_e(P) = \sum_{1 \leq k} cost_{e,i}(P) \).

Consider a game \( G \). For a profile \( P \), player \( i \in K \), and a strategy \( s'_i \in \Sigma \) for Player \( i \), let \( P[i \leftarrow s'_i] \) denote the profile obtained from \( P \) by replacing the strategy for Player \( i \) by \( s'_i \). A profile \( P \) is a pure Nash equilibrium (PNE) if no Player \( i \) can benefit from unilaterally deviating from his strategy in \( P \) to another strategy; i.e., for every player \( i \) and every strategy \( s'_i \in \Sigma \) it holds that \( cost_i(P[i \leftarrow s'_i]) \geq cost_i(P) \).

We denote by \( OPT \) the cost of a social-optimal solution; i.e., \( OPT = \min_P cost(P) \).

It is well known that decentralized decision-making may lead to sub-optimal solutions from the point of view of society as a whole. We quantify the inefficiency incurred due to self-interested behavior according to the price of anarchy (PoA) \([22]\) and price of stability (PoS) \([3]\) measures. The PoA is the worst-case inefficiency of a Nash equilibrium, while the PoS measures the best-case inefficiency of a Nash equilibrium. Formally,

**Definition 2.1** Let \( \mathcal{G} \) be a family of games, and let \( G \) be a game in \( \mathcal{G} \). Let \( \Upsilon(G) \) be the set of Nash equilibria of the game \( G \). Assume that \( \Upsilon(G) \neq \emptyset \).

- The **price of anarchy** of \( G \) is the ratio between the maximal cost of a PNE and the social optimum of \( G \). That is, \( \text{PoA}(G) = \max_{P \in \Upsilon(G)} cost(P)/OPT(G) \).

**The price of anarchy of the family of games \( \mathcal{G} \) is \( \text{PoA}(\mathcal{G}) = \sup_{G \in \mathcal{G}} \text{PoA}(G) \).**

\(^1\)Since our strategies are multisets, we have that \( s_i(e) \), for all \( i \) and \( e \), is an integer. Our considerations, however, are independent of this, thus all our results are valid also for games in which strategies might include fractional demands for resources. In non-splittable (atomic) games, the players must select a single strategy, even if fractional demands are allowed.
The price of stability of $G$ is the ratio between the minimal cost of a PNE and the social optimum of $G$. That is, $\text{PoS}(G) = \min_{P \in T(G)} \text{cost}(P)/\text{OPT}(G)$.

The price of stability of the family of games $\mathcal{G}$ is $\text{PoS}(\mathcal{G}) = \sup_{G \in \mathcal{G}} \text{PoS}(G)$.

3 Existence of a Pure Nash Equilibrium

As demonstrated in Example 1, MCGs are less stable than weighted congestion games:

Theorem 3.1 There exists a symmetric two-player MCG with identical resources and quadratic latency function that has no PNE.

On the positive side, we show that a PNE exists in all MCGs with affine latency functions. We do so by showing that an exact potential function exists, which is a generalization of the one in [9, 18].

Theorem 3.2 Affine MCGs are potential games.

Proof: For a profile $P$ and a resource $e \in E$, define

$$\Phi_e(P) = a_e \cdot \left( \sum_{i=1}^{k} \sum_{j=i}^{k} L_{e,i}(P) \cdot L_{e,j}(P) \right) + \left( b_e \cdot \sum_{i=1}^{k} L_{e,i}(P) \right).$$

Also, $\Phi(P) = \sum_{e \in E} \Phi_e(P)$. In the appendix, we prove that $\Phi$ is an exact potential function.

The negative result in Theorem 3.1 gives rise to the decision problem $\exists\text{PNE}$; given an MCG, decide whether it has a PNE. Being a generalization of WCGs, the hardness results known for WCGs imply that $\exists\text{PNE}$ is $\text{NP}$-hard [14]. Using the richer definition of MCGs, we show below a much simpler hardness proof. We also show hardness for games with a constant number of resources, unlike congestion games with user-specific cost functions [1].

Theorem 3.3 Given an instance of an MCG, it is strongly $\text{NP}$-complete to decide whether the game has a PNE, as well as to find a PNE given that one exists. For games with a constant number of resources, the problems are $\text{NP}$-Complete.

Remark 3.3.1: In splittable (non-atomic) games, each player can split his task among several strategies. This can be seen as if each player is replaced by $M \rightarrow \infty$ identical players all having the same strategy space scaled by $1/M$. This model suits several applications, in particular planning of preemptive production. Splittable games are well-understood in classical and weighted congestion games [29, 8]. In Appendix B we define the corresponding MCG and show that the positive PNE-existence result, known for weighted congestion games, carry over to games with multisets of resources.
4 Equilibrium Inefficiency in MCGs

4.1 The Price of Stability

The PoS problem in affine congestion games is settled: \([12, 10]\) show that PoS = \(1 + \frac{1}{\sqrt{3}} \approx 1.577\). For affine WCGs, the problem was open for a long time, and only recently progress was made by \([9]\), who showed that PoS < 2 for linear WCGs. As far as we know, there is no known lower bound for linear WCGs that exceeds the 1.577 bound for unweighted games. We show that every affine MCG \(G\) has \(\text{PoS}_G \leq 2\). Thus, we both improve the result to include affine functions, tighten the bound, and generalize it. For the lower bound, we show a family of linear MCGs \(G\) that has \(\text{PoS}(G) > 1.631\). We start with the upper bound.

**Theorem 4.1** Every affine MCG \(G\) has PoS(G) < 2.

**Proof:** Consider an affine MCG \(G\) and a profile \(P\). It is not hard to see that for the potential function \(\Phi\) that is presented in Theorem 3.2 we have \(\Phi(P) \leq \text{cost}(P)\). Moreover, for \(e \in E\) we have \(2\Phi_e(P) = \text{cost}_e(P) - a_e \sum_{1 \leq i \leq k} L_{e,i}(P) - b_e \sum_{1 \leq i \leq k} L_{e,i}(P)\). Thus, \(\Phi(P) > \frac{1}{2}\text{cost}(P)\). The theorem follows using standard techniques: \(\text{cost}(O) \geq \Phi(O) \geq \Phi(N) > \frac{1}{2}\text{cost}(N)\), where \(O\) is the social optimum and \(N\) is a PNE that is reached from \(O\) by a sequence of best-respond moves of the players. Then, \(\text{PoS}(G) \leq \frac{\text{cost}(N)}{\text{cost}(O)} < 2\). The details of the proof can be found in the appendix.

Note that while the PoS can get arbitrarily close to 2, it is strictly smaller than 2 for every game instance. The proof in \([9]\), on the other hand, only shows PoS \(\leq 2\) for the family of affine MCGs, and our result does not improve this bound.

For the lower bound, we show a family of linear MCG \(G = \{G_k\}_{k \geq 2}\) that are parameterized by the number of players. Using a computerized simulation, we obtain that for the game with 17 players, we have \(\text{PoS}(G_{17}) > 1.631\). We leave open the problem of calculating the exact value the PoS tends to as the number of players increases. The graph depicted in Figure 3 in the appendix, of \(\text{PoS}(G_k)\) as a function of \(k\), hints that the answer is only slightly higher than 1.631.

The PNE in the games in the family is achieved with dominant strategies, and thus it is resistant to stronger types of equilibria.

**Theorem 4.2** There is a linear MCG \(G\) with PoS(G) > 1.631.

**Proof:** We define a family of games \(\{G_k\}_{k \geq 2}\) as follows. The game \(G_k\) is played by \(k\) players, thus \(K_k = \{1, \ldots, k\}\). For Player 1, all strategies \(\Sigma_1^k = \{O_1^k\}\) consists of a single multiset. For ease of presentation we sometimes refer to \(O_1^k\) as \(N_1^k\). For \(i \geq 2\), the strategy space of Player \(i\) consists of two multisets, \(\Sigma_i^k = \{O_i^k, N_i^k\}\). We
define $G_k$ so that for all $k \geq 2$, the profile $\bar{O}_k = \langle O_1^k, \ldots, O_k^k \rangle$ is the social optimum and the profile $\bar{N}_k = \langle N_1^k, \ldots, N_k^k \rangle$ is the only PNE.

When describing the games in the family, we partition the resources into types and describe a multiset as a collection of triples. A triple $\langle t, y, l \rangle$ stands for $y$ different resources of type $t$, each appearing $l$ times. For example, $\langle \langle a, 2, 1 \rangle, \langle b, 1, 3 \rangle, \langle c, 2, 2 \rangle \rangle$ stands for the multiset $\{a_1, a_2, b_1, b_1, c_1, c_1, c_2, c_2\}$. In all games and resources, there are two types of latency functions; the identity function, or identity plus epsilon, where the second type of function are linear functions of the form $f(x) = (1 + \epsilon) \cdot x$, for some $\epsilon > 0$. The latency function of resources of the same type is the same, and we use the terms “$a$ has identity latency” and “$b$ has identity plus latency” to indicate that all the resources $a'$ of type $a$ have $f_a'(j) = j$ and all the resources $b'$ of type $b$ have $f_b'(j) = (1 + \epsilon) \cdot j$, for all numbers $j$ of uses.

The definition of $G_k$ is complicated and we start by describing the idea in the construction of $G_2$ and $G_3$. In the appendix we also describe $G_4$. We start by describing $G_2$. The game $G_2$ is defined with respect to two types of resources, $a$ and $b$, with identity and identity plus $\epsilon$ latency, respectively. We define Player 1’s strategy space $\Sigma_1 = \{O_1^2\}$ and Player 2’s strategy space $\Sigma_2 = \{O_2^2, N_2^2\}$, with $O_1^2 = N_2^2 = \langle a, 2, 1 \rangle$ and $O_2^2 = \langle b, 1, 2 \rangle$. That is, $\Sigma_1 = \{\{a_1, a_2\}\}$ and $\Sigma_2 = \{\{a_1, a_2\}, \{b_1, b_1\}\}$. Clearly, the profile $\bar{N}_2 = \langle O_1^2, N_2^2 \rangle$ is the only PNE in $G_2$.

We continue to describe $G_3$. The game $G_3$ is defined with respect to four types of resources, $a$, $b$, $c^1$ and $c^2$, where $b$ has identity plus $\epsilon$ latency, $c^1$ has identity plus $\epsilon'$ latency, and the other resources have identity latency. Let $x_3 = 3! = 6$. We define $\Sigma_1^3 = \{O_1^3\}$, $\Sigma_2^3 = \{O_2^3, N_2^3\}$, and $\Sigma_3^3 = \{O_3^3, N_3^3\}$, with $O_1^3 = N_2^3 = \langle a, x_3, 1 \rangle$, $O_2^3 = \langle b, \frac{x_3}{2}, 2 \rangle$, $O_3^3 = \langle \langle c^1, \frac{x_3}{4}, 3 \rangle, \langle c^2, \frac{x_3}{4}, 1 \rangle \rangle$, and $N_3^3 = \langle \{b, \frac{x_3}{4}, 1\}, \langle a, x_3, 1 \rangle \rangle$. We claim that $\bar{N}_3 = \langle O_1^3, N_2^3, N_3^3 \rangle$ is the only PNE. Our goal here is not to show a complete proof, but to demonstrate the idea of the construction. It is not hard to see that Player 2 deviates to $N_2^3$ from the profile $\bar{O}_3 = \langle O_1^3, O_2^3, O_3^3 \rangle$, Player 3 deviates from the resulting profile $\bar{N}_3 = \langle O_1^3, N_2^3, N_3^3 \rangle$. The crux of the construction is to keep Player 2 from deviating back from $\bar{N}_3$. Note that since Player 3 uses the $b$-type resources once in $\bar{N}_3$, when Player 2 deviates from $N_2^3$ to $O_2^3$, their load increases to 3. Thus, $\text{cost}_2(\bar{N}_3[2 \leftarrow O_2^3]) = 3(3 \cdot 2 \cdot (1 + \epsilon)) > 6(3 \cdot 1) = \text{cost}_2(\bar{N}_3)$ and the deviation is not beneficial.

We define the game $G_k$, for $k \geq 2$, as follows. Let $x_k = k!$. Player 1’s strategy space consists of a single multiset $O_1^k = \langle e_{1,1}, x_k, 1 \rangle$. For $2 \leq i \leq k$, assume we have defined the strategies and resources for players $1, \ldots, i - 1$. We define Player $i$’s strategies as follows. We start with the multiset $N_i^k$, which does not introduce new resources. We define $N_i^k = \cup_{1 \leq j \leq i-1} \{\langle t, x, 1 \rangle : \langle t, x, l \rangle \subseteq O_i^k\}$. The definition of $O_i^k$ is more involved, but the idea is simple. We define $O_i^k$ so that it satisfies two properties. First, $O_i^k$ uses new resources. That is, for every $1 \leq j \leq i - 1$, both
$O_i^k \cap O_j^k = \emptyset$ and $O_i^k \cap N_j^k = \emptyset$. Consider the profile $P_i$ in which, for every $1 \leq j < i$, Player $j$ uses $N_j^k$ and, for every $i \leq l \leq k$, Player $l$ uses $O_l^k$. We define $O_i^k$ so that when all resources have identity latency, $cost_i(P_i) = cost_i(P_i[i \leftarrow N_i^k])$.

For every multiset $\langle e_{j,a}, x_{j,a}, 1 \rangle$ in $N_i^k$, which we have just defined, we introduce a multiset $\langle e_{i,b}, x_{i,b}, l_{i,b} \rangle$ in $O_i^k$ that uses new resources, where $b$ is a unique index that is arbitrarily chosen, and $x_{i,b}$ and $l_{i,b}$ are defined as follows. Let $l = |\{j : e_{j,a} \in N_j^k\}|$.

We define $l_{i,b} = l + 1$ and $x_{i,b} = x_{j,a}/l_{i,b}$. Since $O_i^k$ uses new resources, showing the first property is easy. In the appendix we show it satisfies a much stronger property.

**Claim 4.2.1:** Consider $k \in \mathbb{N}$, a profile $P$ in $G_k$, and $1 < i \leq k$. Assume Player $i$ plays $O_i^k$ in $P$. When the latency functions are identity, we have $cost_i(P) = cost_i(P[i \leftarrow N_i^k])$.

To complete the construction, we define the latency functions so that for every $2 \leq i \leq k$, we have that $e_{i,1}$-type resources have identity plus $\epsilon_i$ latency for $0 < \epsilon_2 < \ldots < \epsilon_k$. By Claim 4.2.1 there are such values that make $N_i^k$ a dominant strategy for Player $i$. Thus, the only PNE in $G_k$, for $k \geq 2$, is the profile $\tilde{N}_k = \langle O_1^k, N_2^k, \ldots, N_k^k \rangle$. Next, we identify the social optimum.

**Claim 4.2.2:** The profile $\tilde{O}_k = \langle O_1^k, \ldots, O_k^k \rangle$ is the social optimum.

Once we identify $\tilde{O}_k$ as the social optimum and $\tilde{N}_k$ as the only PNE, the calculation of the PoS boils down to calculating their costs, which we do using a computer. Specifically, we have $\text{PoS}(G_{17}) = 1.6316$, and we depict the values of $G_k$, for $2 \leq k \leq 17$, in Figure 3 in the appendix.

**Remark 4.2.1:** We conjecture that the correct value for the PoS is closer to our lower bound of 1.631 rather than to the upper bound of 2. In the appendix we show a more careful analysis of the potential function than the one in Theorem 4.1 that shows that for every linear MCG $G$ we have $\text{PoS}(G) \leq 2 - \frac{\sum_{e \in E} \sqrt{\frac{\text{cost}_e(N_G)}{\text{cost}(O_G)}}}{\text{cost}(O_G)}$, where $N_G$ and $O_G$ denote the cheapest PNE and the social optimum of $G$, respectively. Also, we show that for every $n \geq 2$, for the MCG $G_n$ that is described in Theorem 4.2, the inequality in the expression is essentially an equality.

**Remark 4.2.2:** We can alter the family in Theorem 4.2 to have quadratic latency functions instead of identity functions. Although Claim 4.2.1 does not hold in the altered family, a computerized simulation shows that the $N$ strategies are still dominant strategies. Also, using a computerized simulation, we show that the PoS for $G_{15}$ is 2.399, higher than the upper bound of 2.362 for congestion games, which is shown in [9, 11].
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4.2 The Price of Anarchy

In this section we study the PoA for MCGs. We start with MCGs with polynomial latency functions and show that the upper bound proven in [2] for WCGs can be adjusted to our setting. Being a special case of MCGs, the matching lower bound for WCGs applies too. Still, we present a different and much simpler lower-bound example, which uses a two-player singleton MCG. In a singleton game, each strategy consists of (multiple accesses to) a single resource. Finally, when the latency functions are not restricted to be polynomials, we show that the PoA is unbounded, and it is unbounded already in a singleton MCG with only two players.

We start by showing that the PoA in polynomial MCGs is not higher than in polynomial WCGs. The proof adjusts the one known for WCGs [2] to our setting.

For \( d \in \mathbb{N} \), we denote by \( \mathcal{P}_d \) the set of polynomials of degree at most \( d \).

**Theorem 4.3** The PoA in MCGs with latency functions in \( \mathcal{P}_d \) is at most \( \Phi^d_{d+1} \), where \( \Phi_d \) is the unique nonnegative real solution to \((x + 1)^d = x^d + 1\).

Next, we show a matching lower bound that is stronger and simpler than the one in [2].

**Theorem 4.4** For \( d \in \mathbb{N} \), the PoA in two-player singleton MCG with latency functions in \( \mathcal{P}_d \) is at least \( \Phi^d_{d+1} \).

**Proof:** Let \( d \in \mathbb{N} \). Consider the two-player singleton MCG \( G \) with resources \( E = \{e_1, e_2\} \), strategy spaces \( \Sigma_1 = \{e_1^x, e_2^y\} \) and \( \Sigma_2 = \{e_1^y, e_2^x\} \), and for \( \ell \in \mathbb{R} \), we define the latency functions \( f_{e_1}(\ell) = f_{e_2}(\ell) = \ell^d \). We define \( x = \Phi_d \) and \( y = 1 \). Since \( x > y \) the social optimum is attained in the profile \( \langle e_1^x, e_2^y \rangle \) and its cost is \( 2y^d = 2 \). Recall that in MCGs, the players’ strategies are multisets. In particular, \( x \) should be a natural number. To fix this, we consider a family of MCGs in which the ratio between \( x \) and \( y \) tends to the ratio above.

We claim that the profile \( N = \langle e_1^x, e_2^y \rangle \) is a PNE. This would imply that PoA\((G) = \frac{2x^{d+1}}{2} = \Phi^d_{d+1} \), which would conclude the proof. We continue to prove the claim. The cost of a player in \( N \) is \( x \cdot x^d = x^{d+1} \) and by deviating, the cost changes to \( y \cdot (x + y)^d = (x + 1)^d \). Our definition of \( x \) implies that \( x^{d+1} = (x + 1)^d \). Thus, the cost does not change after deviating. Since the players are symmetric, we conclude that the profile \( N \) is a PNE, and we are done.

Finally, by taking variants with factorial latency functions to the game described in Theorem 4.4, we are able to increase the PoA in an unbounded manner.

**Theorem 4.5** The PoA in two-player MCGs is unbounded.
5 Synthesis from Component Libraries

In this section we describe the application of MCGs in synthesis from component libraries. As briefly explained in Section 1, in this application, different users synthesize systems by gluing together components from a component library. A component may be used in several systems and may be used several times in a system. The performance of a component and hence the system’s quality depends on the load on it. We describe the setting in more detail, formalize it by means of MCGs, and relate to the results studied in earlier sections.

Today’s rapid development of complex and safety-critical systems requires reliable verification methods. In formal methods, we reason about systems and their specifications by solving mathematical questions about their models. A central problem in formal methods is synthesis, namely the automated construction of a system from its specification. In real life, systems are rarely constructed from scratch. Rather, a system is typically constructed from a library of components by gluing components from the library [23]. In this setting, the input to the synthesis problem is a specification and a library of components, and the goal is to construct from the components a system that exhibits exactly the behaviors specified in the specification.

Remark 5.0.1: The above setting corresponds to closed systems, whose behavior is independent of their environment. It is possible to generalize the definitions to open systems, which interact with their environment. In [4], we studied both the closed and open settings in the context of cost-sharing (rather than congestion) games. The technical challenges that have to do with the system being open are orthogonal to these that arise from the congestion effects, and on which we focus in this work.

In our setting, we use deterministic finite automata (DFAs, for short) to model the specification and use box-DFAs to model the components in the library. Formally, a DFA is $A = (\Sigma, Q, \delta, q_0, F)$, where $\Sigma$ is an alphabet, $Q$ is a set of states, $\delta : Q \times \Sigma \rightarrow Q$ is a partial transition function, $q_0 \in Q$ is an initial states, and $F \subseteq Q$ is a set of accepting states. The run of $A$ on a word $w = w_1, \ldots, w_n \in \Sigma^*$ is the sequence of states $r = r_0, r_1, \ldots, r_n$ such that $r_0 = q_0$ and for every $0 \leq i \leq n - 1$, we have $r_{i+1} = \delta(r_i, w_{i+1})$. Now, a box-DFA $B$ is a DFA augmented with a set of exit states. When a run of $B$ reaches an exit state, it moves to another box-DFA, as we formalize below.

The input to the synthesis from component libraries problem is a specification DFA $S$ over an alphabet $\Sigma$ and a library of box-DFAs components $L = \{B_1, \ldots, B_n\}$. The goal is to produce a design, which is a recipe to compose the components from $L$ to a DFA. A design is correct if the language of the system it induces coincides
with that of the specification.

Intuitively, the design can be thought of as a scheduler; it passes control between the different components in $\mathcal{L}$. When a component $B_i$ is in control, it reads letters in $\Sigma$, visits the states of $B_i$, follows its transition function, and if the run terminates, it is accepting iff it terminates in one of $B_i$’s accepting states. A component relinquishes control when the run reaches one of its exit states. It is then the design’s duty to choose the next component, which gains control through its initial state.

Formally (see an example in Figure 1), a transducer is a DFA that has, in addition to the input alphabet that labels the transitions, also an output alphabet that labels the states. Also, a transducer has no rejecting states. Let $[n] = \{1, \ldots, n\}$. A design is a transducer $D$ whose input alphabet is the set $E$ of all exit states of all the components in $\mathcal{L}$ and whose output alphabet is $[n]$. We can think of $D$ as running beside the components. When a component reaches an exit state $e$, then $D$ reads the input letter $e$, proceeds to its next state, and outputs the index of the component to gain control next. Note that the components in the library are black boxes: the design $D$ does not read the alphabet $\Sigma$ of the components and has no information about the states that the component visits. It only sees which exit state have been reached. Given a library $\mathcal{L}$ and a design $D$, their composition is a DFA $A_{\mathcal{L},D}$ obtained by composing the components in $\mathcal{L}$ according to $D$. We say that a design $D$ is correct with respect to a specification DFA $S$ iff $L(A_{\mathcal{L},D}) = L(S)$. In the appendix we construct $A_{\mathcal{L},D}$ formally.

For example, consider the library $\mathcal{L} = \{B_1, B_2\}$ over the alphabet $\Sigma = \{a, b, c\}$, and the design $D$ that are depicted in Figure 1. We describe the run on the word $bc$. The component that gains initial control is $B_1$ as the initial state of $D$ outputs 1. The run in $B_1$ proceeds with the letter $b$ to the exit state $e_1$ and relinquishes control. Intuitively, control is passed to the design that advances with the letter $e_1$ to the state that outputs 2. Thus, the component $B_2$ gains control, and it gains it through its initial state. Then, the letter $c$ is read, $B_2$ proceeds to the exit state $e_3$ and relinquishes control. The design advances with the letter $e_3$ to a state that outputs 1, and control is assigned to $B_1$. Since the initial state of $B_1$ is rejecting, the word $ab$ is rejected. As a second example, consider the word $ab$. Again, $B_1$ gains initial control. After visiting the exit state $e_2$, control is reassigned to $B_1$. Finally, after visiting the state $e_1$, control is assigned to $B_2$, where the run ends. Since the initial state of $B_2$ is accepting, the run is accepting.

![Figure 1: An example of a library $\mathcal{L} = \{B_1, B_2\}$, a design $D$, and the resulting composition $A_{\mathcal{L},D}$.](image)
The synthesis problem defined above is aimed at synthesizing correct designs. We now add costs to the setting. A component library game (CLG, for short) is a tuple \( \langle K, \mathcal{L}, \{S_i\}_{i \in K}, \{f_B\}_{B \in \mathcal{L}} \rangle \), where \( K = \{1, \ldots, k\} \) is a set of players, \( \mathcal{L} \) is a collection of box-DFAs, the objective of Player \( i \in K \) is given by means of a specification DFA \( S_i \), and, as in MCGs, the latency function \( f_B \) for a component \( B \in \mathcal{L} \) maps the load on \( B \) to its cost with this load. For \( i \in K \), the set of strategies for Player \( i \) is the set of designs that are correct with respect to \( S_i \). A CLG corresponds to an MCG with a slight difference that there might be infinitely many correct designs. Consider a profile \( P = \langle D_1, \ldots, D_k \rangle \). For a component \( B \in \mathcal{L} \), we use \( L_{B,i}(P) \) to denote the number of times Player \( i \) uses \( B \) in \( P \). Recall that each state in the transducer \( D_i \) is labeled by a component in \( \mathcal{L} \). We define \( L_{B,i}(P) \) to be the number of states in \( D_i \) that are labeled with \( B \). The rest of the definitions are as in MCGs.

We first show that every MCG can be translated to a CLG:

**Theorem 5.1** Consider a \( k \)-player MCG \( G \). There is a CLG \( G' \) between \( k \) players with corresponding profiles. Formally, there is a one-to-one and onto function \( f \) from profiles of \( G \) to profiles of \( G' \) such that for every profiles \( P \) in \( G \) and Player \( i \in [k] \), we have that \( \text{cost}_i(P) = \text{cost}_i(f(P)) \).

**Proof:** Consider an MCG \( \langle K, E, \{\Sigma_i\}_{i \in K}, \{f_e\}_{e \in E} \rangle \). Recall that \( \Sigma_i \) is the set of strategies for Player \( i \) that consists of multisets over \( E \). We construct a CLG with alphabet \( E \cup \bigcup_{i \in K} \Sigma_i \). For \( i \in K \), the specification \( S_i \) for Player \( i \) consists of \( |\Sigma_i| \) words. Every strategy \( s = \{e_1, \ldots, e_n\} \) (allowing duplicates) in \( \Sigma_i \) contributes to \( L(S) \) the word \( s \cdot e_1 \cdot e_2 \cdot \ldots \cdot e_n \). We construct a library \( \mathcal{L} \) with \( |E| + \sum_{i \in K} |\Sigma_i| \) components of two types: a strategy component \( B_s \) for each \( s \in \Sigma_i \) and a resource component \( B_e \) for each \( e \in E \). In addition, \( \mathcal{L} \) contains the component \( B_{acc} \) that is depicted in Figure 2. Intuitively, a correct design must choose one strategy component \( B_s \) and then use the component \( B_e \) the same number of times \( e \) appears in \( s \). We continue to describe the components. For \( s \in \Sigma_i \), the component \( B_s \) relinquishes control only if the letter \( s \) is read. It accepts every word in \( L(S) \) that does not start with \( s \). For \( e \in E \), the resource component \( B_e \) has an initial state with an \( e \)-labeled transition to an exit state. Finally, the latency function for the resource components coincides with latency functions of the resources in the MCG, thus for \( e \in E \), we have \( f_{B_e} = f_e \). The other latency functions are \( f \equiv 0 \). In the appendix we prove that there is a cost-preserving one-to-one and onto correspondence between correct designs with respect to \( S_i \) and strategies in \( \Sigma_i \), implying the existence of the required function between the profiles.

**Corollary 5.2** There is a CLG with quadratic latency functions with no PNE; for
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CLGs with affine latency functions, we have \( \text{PoS}(CLG) > 1.631 \); for \( d \in \mathbb{N} \), the PoA in a two-player singleton MCG with latency functions in \( \mathcal{P}_d \) is at least \( \Phi_d^{d+1} \).

Remark 5.2.1: We note that the positive results for CLGs with linear latency functions, namely existence of PNE and \( \text{PoS}(CLG) \leq 2 \), do not follow immediately from Theorem 3.2, as its proof relies on the fact that an MCG has only finitely many profiles. Since the strategy space of a player might have infinitely many strategies, a CLG might have infinitely many profiles. In order to show that CLGs with linear latency functions have a PNE we need Lemma 5.3 below, which implies that even in games with infinitely many profiles, there is a best response dynamics that only traverses profiles with “small” designs. Such a traversal is guaranteed to reach a PNE as there are only finitely many such profiles.

Computational complexity We turn to study two computational problems for CLGs: finding a best-response and deciding the existence of a PNE. We show that the succinctness of the representation of the objectives of the players in CLGs makes these problems much harder than for MCGs. Our upper bounds rely on the following lemma. The lemma is proven in [4] for cost-sharing games, and the considerations in the proof there applies also for congestion games.

Lemma 5.3 Consider a library \( \mathcal{L} \), a specification \( \mathcal{S} \), and a correct design \( \mathcal{D} \). There is a correct design \( \mathcal{D}' \) with at most \( |\mathcal{S}| \cdot |\mathcal{L}| \) states, where \( |\mathcal{L}| \) is the number of states in the components of \( \mathcal{L} \), such that for every component \( \mathcal{B} \in \mathcal{L} \), the number of times \( \mathcal{D}' \) uses \( \mathcal{B} \) is at most the number of times \( \mathcal{D} \) uses \( \mathcal{B} \).

We start with the best-response problem (BR problem, for short): Given an MCG \( \mathcal{G} \) between \( k \) players, a profile \( P \), an index \( i \in K \), and \( \mu \in \mathbb{R} \), decide whether Player \( i \) has a strategy \( S'_i \) such that \( \text{cost}_i(P[i \leftarrow S'_i]) \leq \mu \).

Theorem 5.4 The BR problem for MCGs is in \( P \). For CLGs it is NP-complete, and NP-hardness holds already for games with one player and linear latency functions.
Proof: Showing that the BR problem is in P for MCGs follows easily from the fact the set of strategies for Player \( i \) is given implicitly and calculating the cost for a player in a profile can be done in polynomial time.

The upper bound for CLGs follows from Lemma 5.3, which implies an upper bound on the size of the cheapest correct designs. Since checking whether a design is correct and calculating its cost can both be done in polynomial time, membership in NP follows.

We continue to the lower bound. We describe the intuition of the reduction and the formal definition along with the correctness proof can be found in the appendix. Given a 3SAT formula \( \varphi \) with clauses \( C_1, \ldots, C_m \) and variables \( x_1, \ldots, x_n \), we construct a library \( \mathcal{L} \) and a specification \( \mathcal{S} \) such that there is a design \( \mathcal{D} \) that costs at most \( \mu = nm + m \) iff \( \varphi \) is satisfiable. The library \( \mathcal{L} \) consists of an initial component \( \mathcal{B}_0 \), variable components \( \mathcal{B}_{x_i}^j \) and \( \mathcal{B}_{\neg x_i}^j \) for \( j \in [m] \) and \( i \in [n] \), clause components \( \mathcal{B}_{C_j,x_{j_k}} \) for \( j \in [m] \) and \( k \in \{1, 2, 3\} \), and component \( \mathcal{B}_{acc} \) and \( \mathcal{B}_{rej} \). The components of the library are depicted in Figure 2. The latency function of the variable components is the identity function \( f(x) = x \), thus using such a component once costs 1. The latency functions of the other components is the constant function \( f(x) = 0 \), thus using such components any number of times is free.

Intuitively, a correct design corresponds to an assignment to the variable and must use \( nm \) variable components as follows. For \( i \in [n] \), either use all the components \( \mathcal{B}_{x_i}^1, \ldots, \mathcal{B}_{x_i}^m \) or all the components \( \mathcal{B}_{\neg x_i}^1, \ldots, \mathcal{B}_{\neg x_i}^m \) with a single use each. Thus, a correct design implies an assignment \( \eta : \{x_1, \ldots, x_n\} \rightarrow \{T, F\} \). Choosing \( \mathcal{B}_{x_i}^1, \ldots, \mathcal{B}_{x_i}^m \) corresponds to \( \eta(x_i) = F \) and choosing \( \mathcal{B}_{\neg x_i}^1, \ldots, \mathcal{B}_{\neg x_i}^m \) corresponds to \( \eta(x_i) = F \).

Additionally, in order to verify that a correct design corresponds to a satisfying assignment, it must use \( m \) clause components and \( m \) more variable components as follows. Consider a correct design \( \mathcal{D} \), and let \( \eta : \{x_1, \ldots, x_n\} \rightarrow \{T, F\} \) be the corresponding assignment as described above. For every \( j \in [m] \), \( \mathcal{D} \) must use a clause component \( \mathcal{B}_{C_j,x_i} \), where recall that the clause \( C_j \) includes a literal \( \ell \in \{x_i, \neg x_i\} \). Using the component \( \mathcal{B}_{C_j,x_i} \) requires \( \mathcal{D} \) to use a variable component \( \mathcal{B}_\ell^t \), for some \( t \in [m] \). So, a correct design uses a total of \( nm + m \) components with identity latency. If \( \eta(\ell) = F \), then \( \mathcal{B}_\ell^t \) is already in use and a second use will cost more than 1, implying that the design costs more than \( nm + m \).

The next problem we study is deciding the existence of a PNE. As we show in Theorem 3.3, the problem is NP-complete for MCGs. As we show below, the succinctness of the representation makes this problem harder for CLGs.

**Theorem 5.5** The \( \exists \)PNE problem for CLGs is \( \Sigma_P^2 \)-complete.

**Proof:** The upper bound is easy and follows from Lemma 5.3. For the lower
bound we show a reduction from the complement of not all equal \( \forall \exists \, 3\text{SAT} \) (NAE, for short), which is known to be \( \Sigma^p_2 \)-complete [16]. An input to NAE is a 3CNF formula \( \varphi \) over variables \( x_1, \ldots, x_n, y_1, \ldots, y_n \). It is in NAE if for every assignment \( \eta : \{x_1, \ldots, x_n\} \rightarrow \{T, F\} \) there is an assignment \( \rho : \{y_1, \ldots, y_n\} \rightarrow \{T, F\} \) such that every clause in \( \varphi \) has a literal that gets value truth and a literal that gets value false (in \( \eta \) or \( \rho \), according to whether the variable is an \( x \) or a \( y \) variable). We say that such a pair of assignments \( \langle \eta, \rho \rangle \) is legal for \( \varphi \).

Given a 3CNF formula \( \varphi \), we construct a CLG \( G \) with three players such that \( \varphi \in \text{NAE} \) iff \( G \) does not have a PNE. We describe the intuition of the reduction. The details can be found in the appendix. There is a one-to-one correspondence between Player 3 correct designs and assignments to the variables \( \{x_1, \ldots, x_n\} \). For an assignment \( \eta : \{x_1, \ldots, x_n\} \rightarrow \{T, F\} \) we refer to the corresponding correct design by \( D_{\eta} \). Consider a legal pair of assignments \( \langle \eta, \rho \rangle \), and assume Player 3 chooses the design \( D_{\eta} \). Similarly to the proof of Theorem 5.4, the library contains variable components with identity latency function. We construct the library and the players’ objectives so that there is a correct design \( D_{\rho} \) for Player 1 that uses \( mn + 2m \) variable components each with load 1 iff \( \langle \eta, \rho \rangle \) is a legal pair for \( \varphi \). More technically, both \( D_{\eta} \) and \( D_{\rho} \) use \( mn \) variable components that correspond to the variables \( x_1, \ldots, x_n \) and \( y_1, \ldots, y_n \), respectively. For every \( j \in [m] \), assuming the \( j \)-th clause is \( \ell^j_1 \lor \ell^j_2 \lor \ell^j_3 \), the design \( D_{\rho} \) must use two additional variable components \( B^t_{\rho_j} \) and \( B^t_{\rho_j} \), for \( a \neq b \in \{1, 2, 3\} \) and \( t_1, t_2 \in [m] \), which corresponds to \( \eta \) or \( \rho \) assigning value true to \( \ell_j^a \) and value false to \( \ell_j^b \).

Player 1 has an additional correct design \( D_{\text{ALL}} \) in which he does not share any components regardless of the other players’ choices. Player 2 has two possible designs \( D_A \) and \( D_B \). Assume Player 3 chooses a design \( D_{\eta} \). We describe the interaction between Player 1 and Player 2. We define the library and the players’ objectives so that when Player 1 chooses some design \( D_{\rho} \), Player 2 prefers \( D_B \) over \( D_A \), thus \( \text{cost}_2(\langle D_{\rho}, D_A, D_{\eta} \rangle) > \text{cost}_2(\langle D_{\rho}, D_B, D_{\eta} \rangle) \). When Player 2 plays \( D_B \), Player 1 prefers \( D_{\text{ALL}} \) over every design \( D_{\rho} \), thus \( \text{cost}_1(\langle D_{\rho}, D_B, D_{\eta} \rangle) > \text{cost}_1(\langle D_{\text{ALL}}, D_B, D_{\eta} \rangle) \).

When Player 1 chooses \( D_{\text{ALL}} \), Player 2 prefers \( D_A \) over \( D_B \), thus \( \text{cost}_2(\langle D_{\text{ALL}}, D_B, D_{\eta} \rangle) > \text{cost}_2(\langle D_{\eta}, D_A, D_{\eta} \rangle) \). Finally, when Player 2 chooses \( D_A \), Player 1 prefers the design \( D_{\rho} \) if the pair \( \langle \eta, \rho \rangle \) is legal for \( \varphi \), thus \( \text{cost}_1(\langle D_{\text{ALL}}, D_A, D_{\eta} \rangle) > \text{cost}_1(\langle D_{\rho}, D_A, D_{\eta} \rangle) \), for a legal pair \( \langle \eta, \rho \rangle \).

Thus, if \( \varphi \in \text{NAE} \), then for every assignment \( \eta \), there is an assignment \( \rho \) such that \( \langle \eta, \rho \rangle \) is a legal pair. Then, assuming Player 3 chooses a design \( D_{\eta} \), Player 1 prefers either choosing \( D_{\text{ALL}} \) or \( D_{\rho} \) over every other design, where \( \langle \eta, \rho \rangle \) is a legal pair. By the above, there is no PNE in the game. If \( \varphi \notin \text{NAE} \), then there is an assignment \( \eta \) such that for every assignment \( \rho \), the pair \( \langle \eta, \rho \rangle \) is illegal. Then, the profile \( \langle D_{\text{ALL}}, D_A, D_{\eta} \rangle \) is a PNE, and we are done.

\[ \square \]
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A Proofs

The function $\Phi$ in Theorem 3.2 is an exact potential function: Consider a profile $P$, and assume Player $i$ deviates from his strategy $s_i$ in $P$ to a strategy $s_i'$, and let $P'$ be the resulting profile. We claim that $\Phi(P) > \Phi(P')$. Moreover, $\Phi(P) - \Phi(P')$ is exactly the gain of Player $i$ from the deviation.

Consider a transition $e \in E$. Note that for every $j \neq i$, we have $L_{e,j}(P) = L_{e,j}(P')$. Thus, for $j, j' \neq i$, the values $a_e \cdot L_{e,j}(P) \cdot L_{e,j'}(P)$ and $b_e \cdot L_{e,j}(P)$ appear both in $\Phi_e(P)$ and $\Phi_e(P')$. Thus,

$$\Phi_e(P) - \Phi_e(P') =$$

$$= a_e \cdot \sum_{j=1}^{k} L_{e,i}(P) \cdot L_{e,j}(P) + b_e \cdot L_{e,i}(P) - \left( a_e \cdot \left( \sum_{j=1}^{k} L_{e,i}(P') \cdot L_{e,j}(P') \right) + b_e \cdot L_{e,i}(P') \right) =$$

$$= L_{e,i}(P) \cdot (a_e \cdot L_e(P) + b_e) - L_{e,i}(P') \cdot (a_e \cdot L_e(P') + b_e) = cost_{e,i}(P) - cost_{e,i}(P').$$

Note that if $L_{e,i}(P) = L_{e,i}(P') = 0$, then $\Phi_e(P) - \Phi_e(P') = 0$. Thus,

$$\Phi(P) - \Phi(P') = \sum_{e \in E} \Phi_e(P) - \Phi_e(P') = \sum_{e \in E} cost_{e,i}(P) - cost_{e,i}(P') = cost_i(P) - cost_i(P').$$

Since we assume Player $i$ improves his cost, we have $cost_i(P) > cost_i(P')$, and we are done. \hfill \square

**Proof of Theorem 3.3:** The problem is clearly in NP. For the hardness proof we present a reduction from the 3-Partition Problem, which is known to be strongly NP-hard [20]. Given a set of $3m$ integers $\mathcal{A} = \{s_1, s_2, ..., s_{3m}\}$ whose total sum is $mS$, and for every $1 \leq i \leq 3m$ it holds that $S/4 < s_i < S/2$, the goal is to decide whether it is possible to partition $\mathcal{A}$ into sets of size 3, each with total sum $S$. 


Given \( \mathcal{A} \), define the following MCG \( G \) over \( 3m + 2 \) players and \( m + 4 \) resources \( \{e_1, e_2, \ldots, e_m, z, a, b, c\} \). The latency functions of the resources are 

\[
\begin{align*}
    f_{e_1}(x) &= \ldots = f_{e_m}(x) = x; \\
    f_z(x) &= \lceil 2x/S \rceil \cdot S; \\
    f_a(x) &= \max(0, (x-1)^2); \\
    f_b(x) &= f_c(x) = x^2.
\end{align*}
\]

For every \( 1 \leq i \leq 3m \), the strategy space of Player \( i \) is \( \{\{e_1^i\}, \ldots, \{e_m^i\}, \{z^i, a\}\} \). The additional two players play the no-PNE game introduced in Example 1, thus we have the same strategy space \( \{(a, a, b), (b, b, c), (c, c, a)\} \). We show that a PNE exists in \( G \) if and only if a 3-partition of \( \mathcal{A} \) exists.

If a 3-partition of \( \mathcal{A} \) exists, then a PNE exists: the first \( 3m \) players can split between the resources \( e_1, \ldots, e_m \), causing load \( S \) on each resource, thus, cost \( s_i \cdot S \) for each player \( 1 \leq i \leq 3m \). A deviation to \( z, a \) will cause cost \( s_i \cdot S + 1 \) and is therefore not beneficial. Since the latency function of \( a \) is lower than the latency functions of \( b \) and \( c \), and the first \( 3m \) players do not cause any load on \( a \), it is easy to verify that the profile \( \{(a, a, b) \text{ and } (c, c, a)\} \) is stable for the two last players (achieving costs 9 and 12).

If a 3-partition does not exist, then we claim that in every profile, exactly one out of the first \( 3m \) players selects \( \{z^i, a\} \). If no players selects this strategy, then at least one of the resources \( e_1, \ldots, e_m \) has load larger than \( S \) and a deviation to \( \{z^i, a\} \) is beneficial for any of the players using this resource. If more than one player selects this strategy, then the load on \( z \) is \( L_z \geq 2s_{\text{min}} > S/2 \). Combining the facts that \( f_z(x) = \lceil 2x/S \rceil \cdot S \) and \( L_z > S/2 \), we get that \( f_z(L_z) \geq 2S \), thus, deviating to a resource \( e_1, \ldots, e_m \) with load less than \( 1.5S \) (by averaging argument, at least one such resource exists) is beneficial.

Given that exactly one player selects \( \{z, a\} \), we have that the load on \( a \) is 1. Thus, the two last players face exactly the game introduced in Example 1 - that has no PNE. We conclude that a PNE exists if and only if a 3-partition exists. Moreover, even if a 3-partition exists, it is strongly NP-hard to find it, and therefore, finding a PNE is strongly NP-hard as well.

In a similar way, it is possible to define a reduction from Equal-Partition, in which \( 2n \) integers should split into two sets of the same cardinality and the same total sum. The induced game will be over six resources: the first two will be assigned the partition items, and the four additional items will have the same role as \( z, a, b \) and \( c \) in the above reduction. Thus, the hardness proof is valid also for games with a constant number of resources, unlike congestion games with user-specific cost functions [1].

\[ \square \]

**Proof of Theorem 4.1:** Our proof is based on the potential function defined in [9, 18] (see Theorem 3.2). Consider a affine MCG \( G \). We claim that for every profile \( P \) in \( G \) we have:

\[
\frac{1}{2} \cdot \text{cost}(P) < \Phi(P) \leq \text{cost}(P).
\]

\[ 123 \]
In order to prove the claim, we prove that for every $e \in E$:

$$\frac{1}{2} \cdot \text{cost}_e(P) < \Phi_e(P) \leq \text{cost}_e(P).$$

For the second inequality, recall that $\text{cost}_e(P) = \sum_{1 \leq i \leq k} L_{e,i}(P) \cdot (a_e \cdot \text{cost}(P) + b_e)$ and $L_e(P) = \sum_{1 \leq i \leq k} L_{e,i}(P)$. Thus,

$$\text{cost}_e(P) = \sum_{i=1}^{k} L_{e,i}(P) \cdot (a_e \sum_{j=1}^{k} L_{e,j}(P) + b_e) = a_e \cdot \sum_{i=1}^{k} \sum_{j=1}^{k} L_{e,j}(P) \cdot L_{e,i}(P) + b_e \cdot \sum_{i=1}^{k} L_{e,i}(P) \geq a_e \cdot \sum_{i=1}^{k} \sum_{j=1}^{k} L_{e,j}(P) \cdot L_{e,i}(P) = \Phi_e(P).$$

We continue to prove the first inequality. Using the same calculations as above, we have:

$$\text{cost}_e(P) - \Phi_e(P) = a_e \cdot \sum_{i=1}^{k} \sum_{j=1}^{k} L_{e,j}(P) \cdot L_{e,i}(P) = a_e \cdot \sum_{i=1}^{k} \sum_{j=1}^{k} L_{e,j}(P) \cdot L_{e,i}(P) = \Phi_e(P) - a_e \sum_{i=1}^{k} L_{e,i}(P)^2 - b_e \sum_{i=1}^{k} L_{e,i}(P).$$

Thus,

$$\text{cost}_e(P) = 2 \cdot \Phi_e(P) - a_e \sum_{i=1}^{k} L_{e,i}(P)^2 - b_e \sum_{i=1}^{k} L_{e,i}(P).$$

Since $a_e$, $b_e$, and $L_{e,i}(P)$, for $1 \leq i \leq k$, are all positive, we get that $\text{cost}_e(P) < 2 \cdot \Phi_e(P)$, and we are done. \qed

A description of $G_4$ from Theorem 4.2:

The game $G_4$ is defined with respect to resources $a, b, c^1, c^2, d^1, d^2, d^3$, and $d^4$, where the latency of $a, b, c^1$, and $c^2$ are as in $G_3$, $d^1$ has latency identity plus $\epsilon''$, and $d^2, d^3$, and $d^4$ have identity latency. Let $x_4 = 4!$. The strategies of players 1, 2 and 3, are the same as in $G_3$ only that we use $x_4$ instead of $x_3$. We define $O_4^1 = \{\langle d^1, \frac{2}{1.2}, 4 \rangle, \langle d^2, \frac{2}{1.2}, 2 \rangle, \langle d^3, \frac{2}{1.2}, 1 \rangle, \langle d^4, \frac{2}{1.2}, 1 \rangle\}$ and $N_4^1 = \{\langle a, x_4, 1 \rangle, \langle b, \frac{2}{1.2}, 1 \rangle, \langle c^1, \frac{2}{1.2}, 1 \rangle, \langle c^2, \frac{2}{1.2}, 1 \rangle\}$. Again, we claim that $\tilde{N}_4$ is the only PNE in the game. Note that with a slight adjustment due to the transition from $x_3$ to $x_4$, our calculations in $G_3$ are valid here. So, to illustrate the idea why $\tilde{N}_4$ is the only PNE, we show that Player 4 deviates from $\tilde{N}_4[4 \leftarrow O_4^4]$ to $N_4^4$, and that players 2 and 3 do not benefit by deviating from $\tilde{N}_4$ to $O_4^2$ and $O_4^3$, respectively. Thus, $\text{cost}_4(\tilde{N}_4[4 \leftarrow O_4^4]) = \frac{\epsilon_4}{2.2}(4 \cdot 4 \cdot (1 + \epsilon'')) + \frac{\epsilon_4}{2.2}(2 \cdot 2) + \frac{\epsilon_4}{2} + \frac{\epsilon_4}{2}$. In the profile $\tilde{N}_4[4 \leftarrow O_4^4]$, the load on the $a$-type resources is 3, the load on the $b$-type resources is 1, and the load on the $c^1$- and $c^2$-type resources is 0. Thus, in $\tilde{N}_4$, the loads increase to $4, 2, 1$, and 1, respectively, and $\text{cost}_4(\tilde{N}_4) = x_4(4 \cdot 1) + \frac{\epsilon_4}{2}(2 \cdot (1 + \epsilon)) + \frac{\epsilon_4}{2}(1 \cdot (1 + \epsilon')) + \frac{\epsilon_4}{2}(1 \cdot 1)$. We choose $\epsilon > \epsilon'$ so that $\text{cost}_4(\tilde{N}_4[4 \leftarrow O_4^4]) > \text{cost}_4(\tilde{N}_4)$. We continue to show that players 2 and 3 do
not benefit by deviating from \( \bar{\eta}_4 \) to \( O^4_2 \). In \( \bar{\eta}_4 \), the load on the \( b \)-type resources is 2, and in \( \bar{\eta}_4[2 \leftarrow O^2_2] \) the load increases to 4 as Player 2 has two uses of every \( b \)-type resource. Thus, \( \text{cost}_2(\bar{\eta}_4) = 24(4 \cdot 1) < 12(4 \cdot 2 \cdot (1 + \epsilon)) = \text{cost}_2(\bar{\eta}_4[2 \leftarrow O^2_2]) \). Similarly, \( \text{cost}_3(\bar{\eta}_4) = 24(4 \cdot 1) + 12(2 \cdot 1 \cdot (1 + \epsilon)) > 8(4 \cdot 3 \cdot (1 + \epsilon')) + 12(2 \cdot 1) = \text{cost}_3(\bar{\eta}_4[3 \leftarrow O^3_2]) \).

Recall that \( x_4 = 4! = 24 \). Thus, \( \text{cost}(\bar{\eta}_4) = 24(4 \cdot 4) + 12(2 \cdot 2 \cdot (1 + \epsilon')) + 8 + 12 \) and \( \text{cost}(\bar{O}_4) = 24 + 12(2 \cdot 2 \cdot (1 + \epsilon')) + 8(3 \cdot 3 \cdot (1 + \epsilon')) + 12 + 6(4 \cdot 4 \cdot (1 + \epsilon'')) + 6(2 \cdot 2) + 8 + 12 \), and thus, \( \text{PoS}(G_4) = 1.527 \).

Figure 3: A graph of \( \text{PoS}(G_k) \) as a function of \( k \). The value of \( \text{PoS}(G_{17}) \) is 1.6316.

**Proof of Claim 4.2.1:** We prove the claim by induction on \( k \). For the base case, \( k = 2 \) and the correctness of the claim is shown in the description of \( G_2 \) above.

We assume correctness for \( k - 1 \) and prove for \( k \). Consider \( 1 \leq i \leq k \) and a profile \( P = \langle P^k_1, \ldots, P^k_k \rangle \) having \( P^k_i = O^k_i \). Let \( P' = P[i \leftarrow N^k_i] \). We claim that \( \text{cost}_i(P) > \text{cost}_i(P') \).

We distinguish between two cases. In the first case, \( i \neq k \). Let \( Q = \langle P^{k-1}_1, \ldots, P^{k-1}_{k-1} \rangle \), where for \( 2 \leq j \leq k \), if \( P^k_j = N^k_j \), then \( P^{k-1}_j = N^{k-1}_j \) and otherwise \( P^k_j = O^k_j \) and \( P^{k-1}_j = O^{k-1}_j \). Let \( Q' = Q[i \leftarrow N^{k-1}_i] \). By the induction hypothesis, \( \text{cost}_i(Q) = \text{cost}_i(Q') \). We distinguish between two cases. In the first case \( P^k_k = O^k_k \), and by the construction, Player \( k \) does not share any of its resources. It is not hard to prove that \( \frac{1}{x_k} \cdot \text{cost}_i(P) = \frac{1}{x_{k-1}} \cdot \text{cost}_i(Q) \) and \( \frac{1}{x_k} \cdot \text{cost}_i(P') = \frac{1}{x_{k-1}} \cdot \text{cost}_i(Q') \), and the claim follows.

For the second case, \( P^k_k = N^k_k \). Recall that \( N^k_k \) has a single use for every resource in \( N^k_j \) or \( O^k_j \), for \( 1 \leq j \leq k - 1 \). Specifically, for every \( e \in O^k_k \) we have \( L_e(P) = L_e(Q) + 1 \), and for every \( e \in N^k_k \) we have \( L_e(P') = L_e(Q') + 1 \). Thus,

\[
\text{cost}_i(P) = \sum_{e \in O^k_k} L_{e,i}(P) \cdot f_e(L_e(P)) = \sum_{e \in O^k_k} L_{e,i}(P) \cdot f_e(L_e(Q) + 1) = \sum_{e \in O^k_k} L_{e,i}(P) \cdot f_e(L_e(Q)) + \sum_{e \in O^k_k} L_{e,i}(P).
\]

Since \( L_{e,i}(P) = L_{e,i}(Q) \), we have

\[
\sum_{e \in O^k_k} L_{e,i}(P) \cdot f_e(L_e(Q)) = \sum_{e \in O^k_k} L_{e,i}(Q) \cdot f_e(L_e(Q)) = \text{cost}_i(Q).
\]
By the induction hypothesis, \( \text{cost}_i(Q) = \text{cost}_i(Q') \). Going the opposite direction, we have \( \text{cost}_i(Q') = \sum_{e \in N^k_i} L_{e,i}(P') \cdot f_e(L_e(Q')) \). Note that \( \sum_{e \in O_k} L_{e,i}(P) = |O^k_i| \). We show in the construction that \( |O^k_i| = |N^k_i| = \sum_{e \in N^k_i} L_{e,i}(P') \). To conclude,

\[
\text{cost}_i(P) = \sum_{e \in N^k_i} L_{e,i}(P') \cdot f_e(L_e(Q')) + \sum_{e \in N^k_i} L_{e,i}(P') = \sum_{e \in N^k_i} L_{e,i}(P') \cdot f_e(L_e(P')) = \text{cost}_i(P').
\]

We continue to prove the second case in which \( i = k \). Recall that we construct \( O^k_k \) and \( N^k_k \) to that \( \text{cost}_k(\bar{O}_k) = \text{cost}_k(\bar{N}_k) \). We claim that \( \text{cost}_k(\bar{O}_k) = \text{cost}_k(P) \) and \( \text{cost}_k(\bar{N}_k) = \text{cost}_k(P') \), which would conclude the proof. Recall that in the construction of \( O^k_k \) we use new resources. Thus, Player \( k \) does not share any resources when he plays \( O^k_k \), and we have \( \text{cost}_k(\bar{O}) = \text{cost}_k(P) \). We continue to show that \( \text{cost}_k(\bar{N}_k) = \text{cost}_k(P') \). It is not hard to prove by induction on \( k \), that for every two profiles \( S \) and \( S' \) in \( G_k \), we have \( \sum_{e \in E_k} L_e(S) = \sum_{e \in E_k} L_e(S') \), where \( E_k \) are the resources of the game \( G_k \). When Player \( k \) plays \( N^k_k \), he uses every resource in \( E_k \), exactly once. Since \( O^k_k \) uses new resources, when Player \( k \) plays \( N^k_k \), the load on \( e \in O^k_k \) is 0, and \( \sum_{e \in E_k} L_e(\bar{N}_k) = \sum_{e \in (E_k \setminus O^k_k)} L_e(\bar{N}_k) \). Let \( y = \sum_{\|e\| \leq k-1} \frac{\epsilon_i}{e_i} \). To conclude the proof,

\[
\text{cost}_k(\bar{N}_k) = \sum_{e \in N^k_i} L_{e,i}(\bar{N}_k) \cdot f_e(L_e(\bar{N}_k)) = y + \sum_{e \in N^k_i} L_e(\bar{N}_k) \cdot 1 = y + \sum_{e \in E} L_e(\bar{N}_k) = y + \sum_{e \in E} L_e(P') \cdot 1 = \text{cost}_k(P').
\]

\( \square \)

**Proof of Claim 4.2.2:** Assume towards contradiction that the social optimum profile \( P^* \) is not \( \bar{O} \). Let \( 1 \leq i \leq k \) be the highest index of a player that uses his \( N^k_i \) strategy in \( P^* \). We claim that the profile \( P' \) in which Player \( i \) plays \( O^k_i \) has \( \text{cost}(P^*) > \text{cost}(P') \). For \( i < j \leq k \), in \( P^* \), Player \( j \) uses his \( O^k_j \) strategy, and thus does not share any resources with Player \( i \) in \( P' \). It follows that \( \text{cost}_j(P^*) = \text{cost}_j(P') \). For \( 1 \leq j < i \), since Player \( i \) shares resources with Player \( j \) in \( P^* \) and does not share resources in \( P' \), we have that \( \text{cost}_j(P^*) > \text{cost}_j(P') \). Moreover, since the \( e_1 \)-type resources have identity latency, we have \( \text{cost}_j(P^*) \geq 1 + \text{cost}_j(P') \). By the construction, we have \( \text{cost}_i(P^*) = \text{cost}_i(P') + \epsilon_i \), and it is possible to select \( \epsilon_i \) so that \( \text{cost}(P') < \text{cost}(P^*) \), which is a contradiction to the minimality of \( P^* \), and we are done.

\( \square \)

**Proof of Remark 4.2.1:** For the upper bound, consider a linear MCG \( G \) and let \( N \) be a PNE profile that is reached by a sequence of best-response moves from the social optimum \( O \). We tighten our analysis from Theorem 4.1. For \( e \in E \), we have \( \text{cost}_e(N) = 2\text{cost}(N) - a_e \cdot \sum_{1 \leq i \leq k} L^2_{e,i}(N) \geq \sqrt{a_e} \cdot \sum_{1 \leq i \leq k} L_{e,i}(N) = \sqrt{\text{cost}_e(N)} \). Thus, \( \text{cost}_e(N) \geq 2 - \sqrt{\text{cost}_e(N)} \) and \( \text{cost}(N) \geq 2 - \sum_{e \in E} \sqrt{\text{cost}_e(N)} \).
Let $N'$ be the cheapest PNE profile. Then, $\sum_{e \in E} \sqrt{\text{cost}_e(N)} \geq \sum_{e \in E} \sqrt{\text{cost}_e(N')} \geq \sum_{e \in E} \sqrt{\text{cost}_e(N')}$ and $\text{PoS}(G) \leq 2 - \text{cost}^{-1}(O) \cdot \sum_{e \in E} \sqrt{\text{cost}_e(N')}$.  

For the lower bound, we show that the inequality is essentially an equality for the MCGs in the family described in Theorem 4.2. Consider $k \in \mathbb{N}$. Since in the social optimum in $G_k$, the resources are used by exactly one player, we have $\Phi(\bar{O}_k) = \text{cost}(\bar{O}_k)$. Claim 4.2.1 implies that, essentially, $\Phi(\bar{O}_k) = \Phi(\bar{N}_k)$. Finally, since in $\bar{N}_k$ a resource is used by a player at most one time, we have $\Phi(\bar{N}_k) = \frac{1}{2} \text{cost}(\bar{N}_k) + \frac{1}{2} \sum_{e \in E} \sqrt{\text{cost}_e(\bar{N}_k)}$. Thus, $\text{PoS}(G_k) = 2 - \text{cost}^{-1}(\bar{O}_k) \cdot \sum_{e \in E} \sqrt{\text{cost}_e(\bar{N}_k)}$. Since $\bar{N}_k$ is the only PNE in $G_k$, we are done.

**Proof of Theorem 4.3:** Recall that $\mathcal{P}_d$ is the set of polynomials of degree at most $d$. The proof relies on the following lemma [2]: Let $d \in \mathbb{N}$. Then, 

$$
\min_{(\lambda, \mu) \in \mathbb{R}^2} \left\{ \lambda \cdot \frac{1}{1 - \mu} \right\} : \forall x, y \in \mathbb{R}, f \in \mathcal{P}_d \text{ we have } y \cdot f(x+y) \leq \lambda \cdot y \cdot f(y) + \mu \cdot x \cdot f(x) \right\} = \Phi_{d+1}.
$$

(1)

Consider an MCG $G$, and let $N$ be a PNE profile and $O$ be the social optimum profile. Consider $1 \leq i \leq k$. Recall that for a profile $P$ and resource $e \in E$, we use $P_e$ to denote the load on $e$ in $P$, the latency function on $e \in E$ is $f_e \in \mathcal{P}_d$, and for $1 \leq i \leq k$, we use $P^i$ to denote the multiset that Player $i$ chooses in $P$ and $P^i(e)$ the number of times Player $i$ uses $e$ in $P^i$. By the definition of a PNE, we have $\text{cost}_i(N) \leq \text{cost}_i(N[i \leftarrow O^i])$. Next,

$$
\text{cost}_i(N[i \leftarrow O^i]) = \sum_{e \in E} O^i(e) \cdot f_e(N_e - N^i_e + O^i_e) \leq \sum_{e \in E} O^i(e) \cdot f_e(N_e + O_e),
$$

where the last inequality follows from the fact that the latency functions we consider are monotonically increasing.

$$
\text{cost}(N) = \sum_{1 \leq i \leq k} \text{cost}_i(N) \leq \sum_{1 \leq i \leq k} \sum_{e \in E} O^i(e) \cdot f_e(N_e + O_e) = \sum_{e \in E} O_e \cdot f_e(N_e + O_e).
$$

Let $\lambda, \mu \in \mathbb{R}$ that minimize the expression in (1). Then,

$$
\sum_{e \in E} O_e \cdot f_e(N_e + O_e) \leq \sum_{e \in E} \lambda \cdot O_e \cdot f(O_e) + \mu \cdot N_e \cdot f(N_e) = \lambda \cdot \text{cost}(O) + \mu \cdot \text{cost}(N).
$$

Rearranging yields the theorem.

**Proof of Theorem 4.5:** We show a family of two-player congestion games in which the PoA is arbitrarily high. For $n \in \mathbb{N}$, we define the game $G_n$. The resources are $E = \{e_1, e_2\}$. The strategy spaces of the players are mirrored. Player 1’s strategy space is $\Sigma_1 = \{e_1^n, e_2^n\}$ and Player 2 strategy space is $\Sigma_2 = \{e_1^n, e_2^n\}$. The latency functions are both the factorial function, i.e., $f_{e_1}(l) = f_{e_2}(l) = l!$. 127
We continue to calculate \( \text{PoA}(G_n) \). Clearly, the social optimum is attained in the profile \( \langle e_1, e_2 \rangle \) and its cost is 2. We claim that the profile \( N = \langle e_2^n, e^n_2 \rangle \) is a PNE. Indeed, \( \text{cost}_1(N) = n \cdot n! \), and by deviating to \( e_1 \), his cost increases to \( 1 \cdot (n + 1)! \). The proof for Player 2 is dual. Since \( \text{cost}(N) = 2n \cdot n! \), we have \( \text{PoA}(G_n) = n \cdot n! \), and we are done.

\[ \square \]

**A formal construction of the DFA \( A_{L,D} \):** Recall that the library of components is \( L = \{ B_1, \ldots, B_n \} \). For \( i \in [n] \), we have \( B_i = (\Sigma, B_i, \delta_i, b_i^0, F_i, E_i) \), where \( E_i \subseteq B_i \) is a set of exit states having \( b_i^0 \not\in E_i \) and \( F_i \cap E_i = \emptyset \). The states of the components are disjoint, thus \( B_i \cap B_j = \emptyset \), for \( j \neq i \). We denote by \( B \), \( F \), and \( E \) the union of all states, accepting states, and exit states, respectively, thus \( B = \bigcup_{i \in [n]} B_i \), \( F = \bigcup_{i \in [n]} F_i \), and \( E = \bigcup_{i \in [n]} E_i \). Recall that a design \( D \) is a transducer over input alphabet \( E \) and output alphabet \( [n] \). Consider a design \( D = \langle E, [n], D, \delta_D, \sigma_0, \nu \rangle \), where \( \nu : D \to [n] \).

We construct the composition system \( A_{L,D} = \langle \Sigma, Q_{L,D}, \delta_{L,D}, q_{0_{L,D}}, F_{L,D} \rangle \) as follows. The set of states \( Q_{L,D} \subseteq (B \times E) \times D \) consists of pairs of a component state from \( B \) and an design state from \( D \). The component states are consistent with \( \nu \), thus \( Q_{L,D} = \bigcup_{i \in [n]} (B_i \times E_i) \times \{ q : \nu(q) = i \} \). In exit states, the composition immediately moves to the initial state of the next component, which is why the component states of \( A_{L,D} \) do not include \( E \). Consider a state \( \langle b, q \rangle \in Q_{L,D} \) and a letter \( \sigma \in \Sigma \). Let \( i \in [n] \) be such that \( b \in B_i \). When a run of \( A_{L,D} \) reaches the state \( \langle b, q \rangle \), the component \( B_i \) is in control. Recall that \( b \) is not an exit state. Let \( b' = \delta_i(b, \sigma) \). If \( b' \not\in E_i \), then \( B_i \) does not relinquish control after reading \( \sigma \) and \( \delta_{L,D}(\langle b, q \rangle, \sigma) = \langle b', q \rangle \). If \( b' \in E_i \), then \( B_i \) relinquishes control through \( b' \), and it is the design’s task to choose the next component to gain control. Let \( q' = \delta(q, b') \) and let \( j = \nu(q') \). Then, \( B_j \) is the next component to gain control (possibly \( j = i \)). Accordingly, we advance \( D \) to \( q' \) and continue to the initial state of \( B_j \). Formally, \( \delta_{L,D}(\langle b, q \rangle, \sigma) = \langle b_j^0, q' \rangle \). (Recall that \( b_j^0 \not\in E_j \), so the new state is in \( Q_{L,D} \).) Note also that a visit in \( b' \) is skipped. The component that gains initial control is chosen according to \( \nu(\sigma_0) \).

Thus, \( q_{0_{L,D}} = \langle b_j^0, \sigma_0 \rangle \), where \( j = \nu(\sigma_0) \). Finally, the accepting states of \( A_{L,D} \) are those in which the component state is accepting, thus \( F_{L,D} = F \times D \). (Recall that \( F \cap E = \emptyset \), so \( F_{L,D} \subseteq Q_{L,D} \).)

**Proof of Theorem 5.1:** Consider an MCG \( \langle K, E, \{ \Sigma_i \}_{i \in K}, \{ f_e \}_{e \in E} \rangle \). Recall that \( \Sigma_i \) is the set of strategies for Player \( i \) that consists of multisets over \( E \). We construct a CLG with alphabet \( E \cup \bigcup_{i \in K} \Sigma_i \). For \( i \in K \), the specification \( S_i \) for Player \( i \) consists of \( |\Sigma_i| \) words. Every strategy \( s = \{ e_1, \ldots, e_n \} \) (allowing duplicates) in \( \Sigma_i \) contributes to \( L(S) \) the word \( s \cdot e_1 \cdot e_2 \cdot \ldots \cdot e_n \). We construct a library \( L \) with \( |E| + \sum_{i \in K} |\Sigma_i| \) components of two types: a strategy component \( B_s \) for each \( s \in \Sigma_i \) and a resource component \( B_e \) for each \( e \in E \). In addition, \( L \) contains the component
\(B_{acc}\) that is depicted in Figure 2. Intuitively, a correct design must choose one strategy component \(B_s\) and then use the component \(B_t\) the same number of times \(e\) appears in \(s\). We continue to describe the components. For \(s \in \Sigma_s\), the component \(B_s\) relinquishes control only if the letter \(s\) is read. It accepts every word in \(L(S_i)\) that does not start with \(s\). For \(e \in E\), the resource component \(B_e\) has an initial state with an \(e\)-labeled transition to an exit state. Finally, the latency function for the resource components coincides with latency functions of the resources in the MCG, thus for \(e \in E\), we have \(f_{B_e} = f_e\). The other latency functions are \(f = 0\). We prove that there is a cost-preserving one-to-one and onto correspondence between correct designs with respect to \(S_i\) and strategies in \(\Sigma_i\), implying the existence of the required function between the profiles.

Consider \(i \in K\). We claim that there is a one-to-one and onto correspondence between correct designs with respect to \(S_i\) and strategies in \(\Sigma_i\). Thus, there is a one-to-one and onto correspondence between the sets of profiles in the MCG and the CLG. We describe the design \(D_s\) that corresponds to the strategy \(s = \{e_1, \ldots, e_n\} \in \Sigma_i\). The design \(D_s\) assigns initial control to the strategy component \(B_s\). Recall that \(B_s\) relinquishes control after reading the letter \(s\). Then, \(D_s\) assigns control to the components \(B_{e_1}, \ldots, B_{e_n}\) and finally control is assigned to \(B_{acc}\). Clearly the word \(s \cdot e_1 \cdot e_2 \cdots e_n \in L(S)\) is accepted, no other word that starts with \(s\) is accepted, and since \(B_s\) accepts every word in \(L(S_i)\) that does not start with \(s\), we have that \(D_s\) is correct. It is not hard to see that there are no other correct designs. To see that the correspondence is onto, note that since control has to be assigned to some component \(B_s\), each correct design corresponds to a strategy \(s \in \Sigma_i\). Finally, consider a profile \(P = \langle D_{s_1}, \ldots, D_{s_k} \rangle\) that corresponds to the profile \(P' = \langle s_1, \ldots, s_k \rangle\). Clearly, for \(i \in K\), we have \(cost_i(P) = cost_i(P')\), and we are done.

Proof of Theorem 5.4: We describe the specification \(S_i\). The alphabet is \(\Sigma = \{\#\} \cup \bigcup_{i \in [n]} \{\#^i_1, \ldots, \#^i_m, x_i\} \cup \bigcup_{j \in [m]} \{C_j, \overline{C}_j\}\). The language \(L(S)\) includes \(3m + 1\) words. A long word \(# \cdot w_1 \cdots w_n\), where for \(i \in [n]\), we have \(w_i = \#^i_1 x_i \#^i_2 \cdots x_i \#^i_m\), and \(3m\) short words, which we describe next. For \(j \in [m]\), let \(C_j = \ell^1_{j} \lor \ell^2_{j} \lor \ell^3_{j}\). For \(k \in \{1, 2, 3\}\), let \(j_k\) be the index of the variable in the literal \(\ell^k_{j}\). That is, \(\ell^1_{j} \in \{x_j, -x_j\}\), \(\ell^2_{j} \in \{x_j, -x_j\}\), and \(\ell^3_{j} \in \{x_j, -x_j\}\). For \(k \in \{1, 2, 3\}\), we have \(C_j x_{j_k} \overline{C}_j x_{j_k} \in L(S)\). Clearly it is possible to construct \(S_i\) so that its size is polynomial in \(n\) and \(m\).

The components of the library \(L\) are \(B_0, B_1^i,\) and \(B_{-x_i}^i\), for \(j \in [m]\) and \(i \in [n]\), and \(B_{C_j x_{j_k}}\) for \(j \in [m]\) and \(k \in \{1, 2, 3\}\). The components of the library are depicted in Figure 2. The latency functions of the components \(B_0\) and \(B_{C_j x_{j_k}}\), for \(j \in [m]\) and \(k \in \{1, 2, 3\}\) is the constant function \(f = 0\). The latency function of the components \(B_{x_i}^i\), for \(j \in [m]\) and \(i \in [n]\) is the identity function \(f(x) = x\). Thus, using a
component $B^j_{x_i}$ once costs 1.

Assume that $\varphi$ is satisfiable, and let $\eta : \{x_1, \ldots, x_n\} \rightarrow \{T, F\}$ be a satisfying assignment to the variables. We describe a correct design $D$ with cost($D$) = $\mu = nm + m$. The component that gains control first is $B_0$. We distinguish between two types of words. First, assume $B_0$ exists through $e_\#$ after reading #. Thus, the only word that should be accepted from this point is the suffix $w_1 \ldots w_m$ of the long word in $L(S)$, where recall that for $i \in [n]$ we have $w_i = #^i_1 x_i #^i_1 \ldots #^i_m$. For $i \in [n]$, assuming the prefix $#w_1 \ldots w_{i-1}$ has been read. If $\eta(x_i) = T$, then control is assigned to $B^1_{\sim x_i}$, and otherwise control is assigned to $B^1_{x_i}$. Then, the next $m - 1$ assignments of control, assuming the prefix that is read is a prefix of $w_i$, are to the components $B^2_{x_i}, \ldots, B^m_{x_i}$ if $f(x_i) = T$, and otherwise to $B^2_{\sim x_i}, \ldots, B^m_{\sim x_i}$. If some other word is read, control is assigned to $B_{\text{rej}}$. Finally, control is assigned to $B_{\text{acc}}$. Note that so far we have used $nm$ components with identity latency, each with one use, for a total cost of $nm$.

Recall that $L(S)$ has $3m$ short words of the form $C_j x_j \tilde{C}_j x_j$, where $j \in [m]$ and $k \in \{1, 2, 3\}$. When reading the prefix $C_j$ of such a word, the component $B_0$ relinquishes control through $e_{C_j}$. Assume, WLog, that $f(t^1_j) = T$ (there must be such a literal as $f$ is a satisfying assignment). We refer to $x_{j_1}$ as the witness for $C_j$. The component that gains control after $B_0$ is $B_{C_j x_{j_1}}$, which relinquishes control only if $x_{j_1}$ is read. Let $0 \leq j' < j$ be the number of clauses with index less than $j$ that have $x_{j_1}$ as their witness. The component that gains control after $B_{C_j x_{j_1}}$ is $B^{j' + 1}_{x_{j_1}}$. This component has many exit states. If it exists after reading $\tilde{C}_j x_{j_1}$, then control is assigned to $B_{\text{acc}}$, and otherwise control is assigned to $B_{\text{rej}}$. Note that we have used another $m$ components with identity latency, where each component is used once. Thus, the total cost of $D$ is $nm + m$. It is not hard to see that $D$ is correct, and we are done.

For the other direction, assume there is a correct design $D$ that costs at most $nm + m$. We define an assignment $\eta : \{x_1, \ldots, x_n\} \rightarrow \{T, F\}$. Let $i \in [n]$. Since the long word $#w_1 \ldots w_n$ is in $L(S)$, it must be in $L(A_c, D)$. Note that the only components that can process the letter $#^i_1$ are $B^1_{x_i}$ and $B^1_{\sim x_i}$. Thus, after reading $#w_1 \ldots w_{i-1}$, one of these components must gain control. We define $\eta(x_i) = T$ if $B^1_{\sim x_i}$ gains control and $\eta(x_i) = F$ if $B^1_{x_i}$ gains control.

We claim that $\eta$ is a satisfying assignment for $\varphi$. In order to do so, we make two observations. First, recall that, for $i \in [n]$, if $\eta(x_i) = T$, then $B^1_{\sim x_i}$ gains control after $#w_1 \ldots w_{i-1}$ is read. If the prefix $#^i_1 x_i$ of $w_i$ is read, then $B^2_{\sim x_i}$ must gain control as this is the only component that can process the next prefix $#^i_2 x_i$ of $w_i$. Generalizing this observation, after reading $#w_1 \ldots w_{i-1}$, if $\eta(x_i) = T$, when reading the word $w_i$, the components that are in control are $B^1_{\sim x_i}, \ldots, B^m_{\sim x_i}$, and if $\eta(x_i) = F$, then $B^1_{x_i}, \ldots, B^m_{x_i}$ are in control. Thus, $D$ uses at least $nm$ components with identity latency.
latency.

Next, let \( j \in [m] \) with \( C_j = \ell_j^1 \lor \ell_j^2 \lor \ell_j^3 \) such that \( \ell_j^k \in \{ x_{j_k}, \neg x_{j_k} \} \), for \( k \in \{1, 2, 3\} \). Note that after reading the letter \( C_j \) control must be assigned to a component \( B_{C_j, x_{j_k}} \) as \( C_j x_{j_k} \tilde{C}_j x_{j_k} \in L(S) \) and these are the only components that can process words that start with one of the three letters \( x_j, x_{j+1}, \text{or} \ x_{j+2} \). Denote by \( \ell_j \) and \( x_j \) the literal and variable with \( \ell_j \in \{ x_j, \neg x_j \} \) such that \( B_{C_j, x_j} \) gains control from \( D \) after \( C_j \) is read. When \( x_j \) is read in \( B_{C_j, x_j} \), control is relinquished. Note that the component that gains control next must be a component \( B'_{\ell_j} \), for \( t \in [m] \), as these are the only components that can process \( \tilde{C}_j x_j \). Let \( d \) be the state in \( D \) that is reached after reading \( C_j x_j \). We claim that there is no other word \( w \in \Sigma^* \) such that the run of \( D \) on \( w \) reaches \( d \). Indeed, the word \( \tilde{C}_j x_j \) is accepted from \( d \) and there is only one word in \( L(S) \) that ends with this suffix.

Since we have already counted \( nm \) uses of components with identity latency and \( D \) costs at most \( nm + m \), we conclude that \( D \) uses exactly \( nm + m \) such components each with a single use. Specifically, for \( j \in [m] \), the component \( B'_{\ell_j} \) that gains control after \( C_j x_j \) read is used once and it is used when reading the word \( C_j x_j \tilde{C}_j x_j \). Thus, when reading the long word \( \#w_1 \ldots w_m \) it does not gain control, and by our definition of \( \eta \), we have \( \eta(\ell_j) = T \). We conclude that \( \eta \) is a satisfying assignment, and we are done.

**Proof of Theorem 5.5:** We now describe the reduction in detail. Let \( \varphi = C_1 \land \ldots \land C_m \), where for \( j \in [t] \) we have \( C_j = \ell_j^1 \lor \ell_j^2 \lor \ell_j^3 \); we construct a CLG \( G \) with three players such that \( \varphi \in \text{NAE} \iff G \) does not have a PNE. We describe the specifications of the players. The alphabet is \( \Sigma = \{\#\}, \{\&\}, \{T, F, a, b\} \cup \bigcup_{i \in [n]} \{\#_{x_i}, \ldots, \#_{x_i}^{m}\}, \{\#_{y_1}, \ldots, \#_{y_1}^{m}\} \cup \bigcup_{j \in [m]} \{C_j, \tilde{C}_j\} \cup \bigcup_{s \in [m]} \{\ell_1^j, \ell_2^j, \ell_3^j\} \). The specification \( S_3 \) for Player 3 consists of a single word \( w_1 \ldots w_n \), where for \( i \in [n] \), we have \( w_i = \#_{x_i}^0 \#_{x_i}^1 \ldots \#_{x_i}^{m} \). The specification \( S_2 \) for Player 2 consists of two words \( a^3 \) and \( b^5 \). The specification \( S_1 \) for Player 1 consists of \( 6m + 1 \) words. Similarly to Player 3, it has a long word \( \# \cdot v_1 \ldots \cdot v_n \), where for \( i \in [n] \), we have \( v_i = \#_{y_i}^0 \#_{y_i}^1 \ldots \#_{y_i}^{m} \) and \( 6m \) short words, which we describe next. For \( j \in [m] \), recall that \( C_j = \ell_j^1 \lor \ell_j^2 \lor \ell_j^3 \). For \( k \in \{1, 2, 3\} \), we have \( C_j \ell_j^k T \tilde{C}_j T \ell_j^k, C_j \ell_j^k F \tilde{C}_j F \ell_j^k \in L(S_1) \). Clearly it is possible to construct \( S_1, S_2, \) and \( S_3 \) so that their size is polynomial in \( n \) and \( m \).

We continue to describe the library \( L \). For every \( i \in [n] \) and \( t \in [m] \), there are variable components \( B'_{x_i}, B'_{\neg x_i}, B'_{y_i}, \) and \( B'_{\neg y_i} \), which have identity latency functions and are similar to these in the lower bound proof of Theorem 5.4. The upper part of the components is almost identical to these depicted in Figure 2. For example,
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2Recall that \( D \) reads exit states and not words over \( \Sigma \), so this notation is not formal and we mean the exit states that are read during the run on the word.
\( B_{x_1} \) relinquishes control after reading \( \#_{x_1}^0 x_i \). The lower part is slightly different. Consider \( j \in [m] \) and a literal \( \ell \) that appears in \( C_j \). Intuitively, as in Theorem 5.4, designs of Player 1 and Player 3 correspond to assignments and must use either all the components \( B_{x_1}^1, \ldots, B_{x_1}^m \) or all the components \( B_{x_2}^1, \ldots, B_{x_2}^m \). Choosing the first corresponds to assigning value false to \( \ell \) and choosing the second corresponds to assigning value true to \( \ell \). The components \( B_{x_1}^1, \ldots, B_{x_1}^m \) have a path labeled \( \tilde{C}_j T \ell \) that leads to an exit state. The components \( B_{x_2}^1, \ldots, B_{x_2}^m \) have a path labeled \( \tilde{C}_j F \ell \) that leads to an exit state.

For every \( j \in [m] \), there are six components \( B_{C_j, \bar{e}_j}^a \) for \( a \neq b \in \{1, 2, 3\} \) with latency function \( f = 0 \). The component \( B_{C_j, \bar{e}_j}^a \) corresponds to assigning value true to \( \ell_j^a \) and value false to \( \ell_j^b \). Let \( c \in \{1, 2, 3\} \) such that \( c \neq a \) and \( c \neq b \). The component \( B_{C_j, \bar{e}_j}^a \) relinquishes control after reading \( \ell_j^a T \) and \( \ell_j^b T \), after which a correct design must assign control to components \( B_{C_j, \bar{e}_j}^{t_1} \) and \( B_{C_j, \bar{e}_j}^{t_2} \), for some \( t_1, t_2 \in [m] \), in order to accept the suffixes \( \tilde{C}_j T \ell_j^a \) and \( \tilde{C}_j F \ell_j^b \), respectively. The other words that start with \( C_j \) are accepted for free. The component \( B_{C_j, \bar{e}_j}^a \) accepts the words \( \ell_j^a F \tilde{C}_j F \ell_j^{t_1}, \ell_j^b T \tilde{C}_j T \ell_j^{t_2}, \ell_j^c T \tilde{C}_j T \ell_j^{c}, \ell_j^c F \tilde{C}_j F \ell_j^{c} \).

Similarly to the proof of Theorem 5.4, a correct design \( D_\eta \) for Player 3 corresponds to an assignment \( \eta : \{x_1, \ldots, x_n\} \rightarrow \{T, F\} \) and a correct design \( D_\rho \) corresponds to an assignment \( \rho : \{y_1, \ldots, y_n\} \rightarrow \{T, F\} \). Moreover, every correct design \( D_\eta \) must use \( mn + 2m \) variable components. Assuming Player 3 chooses the design \( D_\eta \), then there is a Player 1 correct design \( D_\rho \) that uses only variable components with load 1 if the pair \( \langle \eta, \rho \rangle \) is legal for \( \varphi \).

We describe the rest of the components in the library. There are components \( B_{\text{acc}} \) and \( B_{\text{rej}} \) that have constant latency function 0 and appear at the end of runs. We do not specify when they gain control below as it is immediate. There are components \( B_{\text{A}}^A, B_{\text{B}}^B, A, \) and \( B, \) with latency functions 0, 0, \( f_A(x) = x^2 + 125 \) and \( f_B(x) = 4x^2 \), respectively. The component \( B_{\text{A}}^A \) relinquishes control after reading \( a \) and accepts the word \( b^5 \). Dually, the component \( B_{\text{B}}^B \) relinquishes control after reading \( b \) and accepts the word \( a^3 \). The components \( A \) and \( B \) relinquish control after reading \( a \) and \( b \), respectively. Thus, a correct Player 2 design must assign initial control to either \( B_{\text{A}}^A \) or \( B_{\text{B}}^B \), and then assign control two time to \( A \) and four times to \( B \), respectively. The component \( B_{\text{ALL}} \) is identical to \( S_1 \). Thus, Player 1 has a correct design that uses only it, and we refer to this design as \( D_{\text{ALL}} \). Regardless of what design the other players choose, Player 1 pays 1100 + \( mn + 2m \) for \( D_{\text{ALL}} \). The component \( B_0 \) has a constant latency function 33. It relinquishes control through a unique exit state if \( \# \), \&, or \( C_j \), for \( j \in [m] \) is read. Thus, a correct Player 1 design that does not use \( B_{\text{ALL}} \) must assign initial control to \( B_0 \). When \( B_0 \) relinquishes control after reading \( \# \), control must be assigned to \( mn \) variable components, after reading \( C_j \).
for some \( j \in [m] \), control must be assigned to some component \( B_{c_j, e_j}^{\ell_j} \) as described in the above, and after reading \&c, control must be assigned to \( A \) for six consecutive times and then to \( B \) for one time.

We prove that the reduction is correct. Assume that \( \varphi \notin \text{NAE} \), thus there is an assignment \( \eta : \{x_1, \ldots, x_n\} \to \{T, F\} \) such that for every assignment \( \rho : \{y_1, \ldots, y_n\} \to \{T, F\} \), we have that \( \langle \eta, \rho \rangle \) is illegal for \( \varphi \). We claim that the profile \( P = \langle D_{\text{ALL}}, D_B, D_\eta \rangle \) is a PNE. Clearly Player 2 does not deviate. Since Player 1 uses \( D_{\text{ALL}} \) it does not use any of the variable components and all the designs of Player 3 cost the same, thus Player 3 does not deviate as well. Assume Player 1 benefits from deviating to a design \( D_\rho \). Since Player 2 uses \( D_B \), Player 1 pays for his uses of \( B_0, A, \) and \( B \) a cost of \( 33 + 966 + 100 = 1099 \). Recall that \( D_\rho \) uses \( nm + 2m \) variable components. Since cost\(_1(P) = 1100 + nm + 2m \) and we assume that deviating to \( D_\rho \) is beneficial, the load on every variable component that is used in \( D_\rho \) must be 1. Thus, similarly to the proof of Theorem 5.4, we can show that \( \langle \eta, \rho \rangle \) is legal for \( \varphi \), which is a contradiction. Next, assume that \( \varphi \in \text{NAE} \). We show that there is no PNE in \( G \). Consider a profile in which Player 3 chooses the design \( D_\eta \), and let \( \rho \) be an assignment such that \( \langle \rho, \eta \rangle \) is legal for \( \varphi \). It is not hard to see that choosing \( D_\eta \) or \( D_{\text{ALL}} \) dominates every other choice of design for Player 1. In Table 2 we show that no matter which design Player 2 chooses, there is no PNE, and we are done.

<table>
<thead>
<tr>
<th></th>
<th>( D_\rho )</th>
<th>( D_{\text{ALL}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_A )</td>
<td>( 1099 + mn + 2m, 400 )</td>
<td>( 1100 + mn + 2m, 256 )</td>
</tr>
<tr>
<td>( D_B )</td>
<td>( 1138 + mn + 2m, 378 )</td>
<td>( 1100 + mn + 2m, 288 )</td>
</tr>
</tbody>
</table>

Table 2: Players costs. Each entry describes the cost of Player 1 followed by the cost of Player 2.

## B Splittable (Non-Atomic) Games

In a splittable game each player can split his task among several strategies. This model suits several applications, in particular planning of preemptive production. Splittable games are well-understood in classical and weighted congestion games [29, 8]. We define the corresponding MCG and show that the positive PNE-existence result, known for weighted congestion games, carry over to games with multisets of resources.

Recall that \( \Sigma_i \) is the strategy space of Player \( i \), where \( \Sigma_i = \{m_{i,1}, \ldots, m_{i,c_i}\} \) and
for each $1 \leq j \leq c_i$, $m_{i,j}$ is a multiset over $E$. A splitted strategy for a player $i$ is given by $\hat{s}_i = \langle \alpha_{i,1}, \ldots, \alpha_{i,c_i} \rangle$ such that $\sum_{j=1}^{c_i} \alpha_j = 1$.

A profile of a game $G$ is a set $P = \langle \hat{s}_1, \hat{s}_2, \ldots, \hat{s}_k \rangle$ of strategies selected by the players. For a resource $e \in E$, the load that player $i$ generates on $e$ is $L_{e,i}(P) = \sum_{j=1}^{c_i} \alpha_j \cdot m_{i,j}(e)$. The load on $e$ in $P$, is $L_e(P) = \sum_{1 \leq i \leq k} L_{e,i}(P)$.

The players’ costs are defined as in the unsplittable model, that is, given a profile $P$, a resource $e \in E$, and $1 \leq i \leq k$, the cost of $e$ for Player $i$ in $P$ is $\text{cost}_{e,i}(P) = L_{e,i}(P) \cdot f_e(L_e(P))$. The cost of Player $i$ in the profile $P$ is then $\text{cost}_i(P) = \sum_{e \in E} \text{cost}_{e,i}(P)$.

A profile $P$ is a PNE if for every player $i$ the cost of $i$ when playing $\langle \alpha_{i,1}, \ldots, \alpha_{i,c_i} \rangle$ is not higher than playing $\langle \ldots, \alpha_{i,v_1} + \delta, \ldots, \alpha_{i,v_2} - \delta, \ldots \rangle$ for all $v_1, v_2$ and $\delta$. In particular, it means that the marginal cost for all strategies with $\alpha_i > 0$ is the same. The proof of the following theorem is identical to the corresponding proof for classical CGs [29].

**Theorem B.1** Every splittable MCG has a PNE.

For example, consider the instance in Example 1, where $\Sigma_i = \langle \{a^2, b\}, \{b^2, c\}, \{c^2, a\} \rangle$ for $i = 1, 2$. The profile $P = \langle \{\frac{1}{2}, \frac{1}{3}, \frac{1}{6}\}, \{\frac{1}{6}, \frac{1}{3}, \frac{1}{2}\} \rangle$ is a (non-unique) PNE. For each $e \in \{a, b, c\}$, we have $L_a(P) = 2 \cdot \frac{1}{2} + 1 \cdot \frac{1}{6} + 2 \cdot \frac{1}{6} + 1 \cdot \frac{1}{2} = 2$, $L_b(P) = 2$ and $L_c(P) = 2$, thus $\text{cost}_1(P) = \text{cost}_2(P) = 4 \cdot 3 = 12$. This profile is a PNE, since all strategies have the same marginal cost.
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Abstract

In resource allocation games, selfish players share resources that are needed in order to fulfill their objectives. The cost of using a resource depends on the load on it. In the traditional setting, the players make their choices concurrently and in one-shot. That is, a strategy for a player is a subset of the resources. We introduce and study dynamic resource allocation games. In this setting, the game proceeds in phases. In each phase each player chooses one resource. A scheduler dictates the order in which the players proceed in a phase, possibly scheduling several players to proceed concurrently. The game ends when each player has collected a set of resources that fulfills his objective. The cost for each player then depends on this set as well as on the load on the resources in it – we consider both congestion and cost-sharing games. A prime application of dynamic resource allocation games is the setting of networks in which players choose their routes edge by edge, with choices depending on earlier choices of other players. We study the stability of dynamic resource allocation games, where the appropriate notion of stability is that of subgame perfect equilibrium, study the inefficiency incurred due to selfish behavior, and also study problems that are particular to the dynamic setting, like constraints on the order in which resources can be chosen or the problem of finding a scheduler that achieves stability.

1 Introduction

Resource allocation games (RAGs, for short) [23] model settings in which selfish agents share resources that are needed in order to fulfill their objectives. The cost of using a resource depends on the load on it. Formally, a $k$-player RAG $G$ is given by a set $E$ of resources and a set of possible strategies for each player. Each strategy is a subset of resources, fulfilling some objective of the player. Each resource $e \in E$ is associated with a latency function $\ell_e : \mathbb{N} \to \mathbb{R}$, where $\ell_e(\gamma)$ is the cost of a single
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use of $e$ when it has load $\gamma$. For example, in network formation games (NFGs, for short) [2], a network is modeled by a directed graph, and each player has a source and a target vertex. In the corresponding RAG, the resources are the edges of the graph and the objective of each player is to connect his source and target. Thus, a strategy for a player is a set of edges that form a simple path from the source to the target. Each edge may participate in paths of several players. When an edge $e$ is used by $m$ players, each of them pays $\ell_e(m)$ for his use.

A key feature of RAGs is that the players choose how to fulfill their objectives in one shot and concurrently. Indeed, a strategy for a player is a subset of the resources—chosen as a whole, and the players choose their strategies simultaneously. In many settings, however, resource sharing proceeds in a different way. First, in many settings, the choices of the players are made resource by resource as the game evolves. For example, when the network in an NFG models a map of roads and players are drivers choosing routes, it makes sense to allow each driver not to commit to a full route in the beginning of the game but rather to choose one road (edge) at each junction (vertex), gradually composing the full route according to the congestion observed. Second, players may not reach the junctions together. Rather, in each “turn” of the game, only a subset of the players (say, those that have a green light) proceed and chose their next road.

As another example to a rich composition and scheduling of strategies, consider the setting of synthesis from component libraries [17], where a designer synthesizes a system from existing components. It is shown in [4, 6] that when multiple designers use the same library, a RAG arises. Here too, the choice of components may be made during the design process and may evolve according to choices of other designers.

In this work we introduce and study dynamic resource allocation games, which allow the players to choose resources in an iterative and non-concurrent manner. A dynamic RAG is given by a pair $\mathcal{G} = \langle G, \nu \rangle$, where $G$ is a $k$-player RAG and $\nu : \{1, \ldots, k\} \to \{1, \ldots, k\}$ is a scheduler. A dynamic RAG proceeds in phases. In each phase, each player chooses one resource. A phase is partitioned into at most $k$ turns, and the scheduler dictates which players proceed in each turn: Player $i$ moves at turn $\nu(i)$. Note that the scheduler may assign the same turn to several players, in which case they choose a resource simultaneously in a phase. Once all turns have been taken, a phase is concluded and a new phase begins. There are two “extreme” schedulers: (1) A sequential scheduler assigns different turns to all players, i.e., $\nu$ is a permutation, reflecting the fact that the players make their choices sequentially, one player in each turn. (2) A concurrent scheduler assigns the same turn to all the player; i.e., $\nu(i) = 1$ for all $i \in \{1, \ldots, k\}$, reflecting the fact that all players proceed concurrently in the first (and only) turn in each phase. A strategy for a player in a dynamic RAG maps the history of choices made by the players so far.
(that is, the choices of all players in earlier phases as well as the choices of players that proceed in earlier turns in the current phase) to the player’s next choice. A player finishes playing once the resources she has chosen satisfy the objective. The game terminates once all players finish playing. A strategy profile in the game is a vector of strategies – one for each player. The outcome of a profile is an assignment of a set of resources to each player. The cost of each player in a profile is induced by the costs of the resources in his set, which depends on their load and latency functions as in usual RAGs.

We illustrate the intricacy of the selecting the resources in phases in the following example.

Example 1.1 Consider the 4-player network formation game that is depicted in Figure 1. The interesting edges have names, e.g., a, b, c . . . , and their latency function is depicted below the edge. For example, we have $\ell_a(x) = x$ and $\ell_{c_1}(x) = 10x$. The other edges have latency function 0. The source and target of a node of Player $i$ are depicted with a node called $s$ and $t$, respectively, and with a subscript $i$. For example, Player 2’s source is $s_{1,2}$ and he has two targets $t^{L}_{2}$ and $t^{R}_{2}$. The players’ strategies are paths from one of their sources to one of their targets.

Consider a dynamic version of the game in which Player $i$ chooses an edge at turn $i$. At first look, it seems that edge $g$ will never be chosen. However, we show that Player 1’s optimal strategy uses it. Player 1 has three options in the first turn, either choose $g$, $a$, or $b$. Assume he chooses $a$ (and dually $b$). Then, we claim that Player 2 will choose $b$. Note that Players 3 and 4 move opposite of Player 2 no matter how Player 1 moves, as they prefer avoiding a load of 2 on $c_1$ and $c_2$, which costs 20 each, even at the cost of a load of 3 on $f$, which costs only 3. Knowing this, Player 2 prefers using $b$ alone over sharing $a$ with Player 1. Since the loads on $a$ and $e$ are 1 and 3, respectively, Player 1’s cost is $1 + 3 = 4$.

On the other hand, if Player 1 chooses $g$ in the first phase, he postpones revealing his choice between left and right. If Player 2 proceeds left, then Players 3 and 4 proceed right, and Player 1 proceeds left in the second phase. Now, the load on $a$ and $e$ is 2 and 1, respectively, thus Player 1’s cost is $\frac{1}{2} + 2 + 1 = 3\frac{1}{2}$.

Figure 1: A network formation game in which it is beneficial to select a path that is not simple.
The concept of what we refer to as a dynamic game is old and dates back to Von Neumann’s work on extensive form games [20]. Most work on RAGs consider the simultaneous setting. However, there have been different takes on adding dynamicity to RAGs. In [19], the authors refine the notion of NE by considering lookahead equilibria; a player predicts the reactions of the other players to his deviations, and he deviates only if the outcome is beneficial. The depth of lookahead is bounded and is a parameter to the equilibria. A similar setting was applied to RAGs in [7], where the players are restricted to choose a best-response move rather than a deviation that might not be immediately beneficial. Concurrent ongoing games are commonly used in formal methods to model the interaction between different components of a system (c.f., [1]). In such a game, multiple players move a token on a graph. At each node, each player selects a move, and the transition function determines the next position of token, given the vector of moves the players selected. The objectives of the players refer to the generated path and no costs are involved. Closest to our model is the model of [16], and its subsequent works [8, 10]. They study RAGs in which players arrive and select strategies one by one, yet in one shot.

Our dynamic games differ from all of these games in two aspects. We allow the players to reveal their choice of resources in parts, thus we allow “breaking” the strategies into parts. Moreover, the choices the players make in all these games are either concurrent of sequential, and we allow a mix between the two. These two concepts are natural and general, and can be applied to other games and settings.

The first question that arises in the context of games, and on which we focus in this work, is the existence of a stable outcome of the game. In the context of RAGs, the most prominent stability concept is that of a Nash equilibrium (NE, for short) – a profile such that no player can decrease his cost by unilaterally deviating from his current strategy. It is well known that every RAG has an NE [23]. The definition of an NE applies to all games, and can also be applied to our dynamic RAGs. As we demonstrate in Example 2.1, the dynamic setting calls for a different stability concept, as some NEs need not be achievable by rational players in the dynamic setting. Essentially, it follows from the fact that rational players take the history of the game into account when they make their choices in intermediate phases, ruling out some choices that are rational only in a concurrent and one-shot setting. To overcome this limitation of NE, the notion of subgame perfect equilibrium (SPE, for short) was introduced in [27], which we define formally in Section 2.

Classifying RAGs, we refer to the type of their latency functions as well as the type of the objectives of the players. Congestion games [24] are RAGs in which the latency functions are increasing, whereas in cost-sharing games [2], each resource has a cost that is split between the players that use it (in particular, the latency functions are decreasing). In terms of objectives, we consider singleton RAGs, in
which the objectives of the players are singletons of resources, and \textit{symmetric} RAGs, in which all players have the same objective.

Our most interesting results are in terms of equilibrium existence. It is easy to show, and similar results are well known, that every dynamic RAG with a sequential scheduler has an SPE. The proof uses backwards induction on the tree of all possible outcomes of the game (see Theorem 3.1 for details). One could hope to achieve a similar proof also for schedulers that are not sequential, especially given the fact that every RAG has an NE. Quite surprisingly, however, we show that this is not the case. For congestion games, we show examples of a singleton congestion game and a symmetric congestion game with no SPE. Moreover, the latency function in both cases is linear. On the positive side, we show that singleton and symmetric congestion games are guaranteed to have an SPE for every scheduler. For cost-sharing games, we also show an example with no SPE. In the cost-sharing setting, however, we show that singleton objectives are sufficient to guarantee the existence of an SPE in all schedules. It follows that singleton dynamic congestion games are less stable than singleton dynamic cost-sharing games. This is interesting, as in the on-shot concurrent setting, congestion games are known to be more stable than cost-sharing games in various parameters. One would expect that this “order of stability” would carry over to the dynamic setting, as is the case in other extensions of the traditional setting. For example, an NE is not guaranteed for \textit{weighted} cost-sharing games \cite{koutsoupias2006} as well as very restrictive classes of \textit{multiset} cost-sharing games \cite{catalan2012}, whereas every linear weighted congestion game \cite{hajiaghayi2005} and even linear multiset congestion game is guaranteed to have an NE \cite{bates2005}. Also, as we detail in Section 4, there are classes of congestion games that are guaranteed to have a \textit{strong equilibrium} whereas the cost-sharing counterpart does not \cite{papadimitriou2010}.

It is well known that decentralized decision-making may lead to solutions that are sub-optimal from the point of view of society as a whole. In simultaneous games, the standard measures to quantify the inefficiency incurred due to selfish behavior is the \textit{price of anarchy} (PoA) \cite{roughgarden2008} and \textit{price of stability} (PoS) \cite{roughgarden2002}. In both measures we compare against the \textit{social optimum} (SO, for short), namely the cheapest profile. The PoA is the worst-case inefficiency of an NE (that is, the ratio between the cost of a worst NE and the SO). The PoS is the best-case inefficiency of a Nash equilibrium (that is, the ratio between the cost of a best NE and the social optimum). For the dynamic setting we adjust these two measures to consider SPEs rather than NEs, and we refer to them as DPoA and DPoS. We study the equilibrium inefficiency in the classes of games that have SPEs. We show that the DPoA and DPoS in dynamic singleton cost-sharing games as well as dynamic singleton congestion games coincide with the PoA and PoS in the corresponding simultaneous class. As mentioned above, \cite{franceschetti2010, kiayias2009, li2008} study games in which players arrive one after. Since their games are
sequential, they always have an SPE. They study the \textit{sequential PoA}, and show that it can either be equal, below, or above the PoA of the corresponding class of RAGs.

We then turn to study computational problems for dynamic RAGs. First, we study the problem of deciding whether a given dynamic RAG has an SPE. We show that the problem is PSPACE-complete for both congestion and cost-sharing games. Our lower bound for cost-sharing games implies that finding an SPE in sequential games is PSPACE-hard. To the best of our knowledge, while this problem was solved in [16] for congestion games, we are the first to solve it for cost-sharing games. We also study the problem of finding a schedule that admits an SPE under given constraints on the order the players move, and show that this problem is also PSPACE-complete. Finally, we consider dynamic games in which there is an order on the resources that the players choose. So, if for two resources $e_1$ and $e_2$, we have $e_1 < e_2$, then a player cannot choose $e_1$ in a later phase than $e_2$. The motivation for an order on resources is natural. For example, returning to network formation games, a driver can only extend the path he chooses as the choices are made during driving. We show that all our results carry over to the ordered case.

Due to lack of space, some proofs and examples are given in the appendix.

2 Preliminaries

\textbf{Resource allocation games} For $k \geq 1$, let $[k] = \{1, \ldots, k\}$. A \textit{resource-allocation game} (RAG, for short) is a tuple $G = ([k], E, \{\Sigma_i\}_{i \in [k]}, \{\ell_e\}_{e \in E})$, where $[k]$ is a set of $k$ players; $E$ is a set of resources; for $i \in [k]$, the set $\Sigma_i \subseteq 2^E$ is a set of objectives\footnote{We use “objectives” here rather than “strategies” as the second will later be used for dynamic games.} for Player $i$; and, for $e \in E$, we have that $\ell_e : \mathbb{N} \rightarrow \mathbb{R}$ is a latency function. The game proceeds in one-round in which the players select simultaneously one of their objectives. A \textit{profile} $P = \langle \sigma_1, \ldots, \sigma_k \rangle \in \Sigma_1 \times \ldots \times \Sigma_k$ is a choice of an objective for each player. For $e \in E$, we denote by $\text{nused}(P, e)$ the number of times $e$ is used in $P$, thus $\text{nused}(P, e) = |\{i \in [k] : e \in \sigma_i\}|$. For $i \in [k]$, the \textit{cost} of Player $i$ in $P$, denoted $\text{cost}_i(P)$, is $\sum_{e \in \sigma_i} \ell_e(\text{nused}(P, e))$.

Classes of RAGs are characterized by the type of latency functions and types of objectives. In \textit{congestion} games (CGs, for short), the latency functions are increasing. An exceptionally stable class of CGs are ones in which the latency functions are linear (c.f., [12, 6]); every resource $e \in E$ has two constants $a_e$ and $b_e$, and the latency function is $\ell_e(x) = a_e \cdot x + b_e$. In \textit{cost-sharing} games (SG, for short), each resource $e \in E$ has a cost $c_e$ and the players that use the resource share its cost,
thus the latency function for e is $\ell_e(x) = \frac{x}{2}$. In particular, the latency functions are decreasing. We use DCGs and DSGs to refer to dynamic CGs and dynamic SGs, respectively. In terms of objectives, we study symmetric games, where the players’ sets of objectives are equal, thus $\Sigma_i = \Sigma_j$ for all $i, j \in [k]$, and singleton games, where each $\sigma \in \Sigma_i$ is a singleton, for every $i \in [k]$.

**Dynamic resource allocation games**  A dynamic RAG is pair $G = \langle G, \nu \rangle$, where $G$ is a RAG and $\nu : [k] \rightarrow [k]$ is a scheduler. Intuitively, in a dynamic game, rather than revealing their objectives at once, the game proceeds in phases: in each phase, each player reveals one resource in his objective. Each phase is partitioned into at most $k$ turns. The scheduler dictates the order in which the players proceed in a phase by assigning to each player his turn in the phases. If the scheduler assigns the same turn to several players, they select a resource concurrently. Once all players take their turn, a phase is concluded and a new phase begins. There are two “extreme” schedulers: (1) players get different turns, i.e., $\nu$ is a permutation, (2) all players move in one turn, i.e., $\nu \equiv 1$. We refer to games with these schedulers as sequential and concurrent, respectively. Note that $\nu$ might not be an onto function. For simplicity, we assume that, for $j > 1$, if turn $j$ is assigned a player, then so is turn $j - 1$. We use $t_\nu$ to denote the last turn according to $\nu$, thus $t_\nu = \max_i \nu(i)$.

Let $E_\perp = E \cup \{\perp\}$, where $\perp$ is a special symbol that represents the fact that a player finished playing. Consider a turn $j \in [k]$. We denote by $\text{before}(j)$ the set of players that play before turn $j$; thus $\text{before}(j) = \{i \in [k] : \nu(i) < j\}$. A player has full knowledge of the resources that have been chosen in previous phases and the resources chosen in previous turns in the current phase. A strategy for Player $i$ in $G$ is a function $f_i : (E_\perp^{[k]} \setminus \sigma_i)^* \cdot (E_\perp^{\text{before}(\nu(i))^k}) \rightarrow E_\perp$. A profile $P = \langle f_1, \ldots, f_k \rangle$ is a choice of a strategy for each player. The outcome of the game given a profile $P$, denoted $\text{out}(P)$, is an infinite sequence of functions $\pi^1, \pi^2, \ldots$, where for $i \geq 1$, we have $\pi^i : [k] \rightarrow E_\perp$. We define the sequence inductively as follows. Let $m \geq 1$ and $j \in [k]$. Assume $m - 1$ phases have been played as well as $j - 1$ turns in the $m$-th phase, thus $\pi^1, \pi^2, \ldots, \pi^{m-1}$ are defined as well as $\pi^{m}_{j-1}$: before($j$) $\rightarrow E_\perp$. We define $\pi^m_j$ as follows. Consider a player $i$ with $\nu(i) = j$. The resource Player $i$ chooses in the $m$-th phase is $f_i(\pi^1, \ldots, \pi^{m-1}, \pi^{m-1}_{j-1})$. Finally, we define $\pi^m = \pi^m_{t_\nu}$.

We restrict attention to legal strategies for the players, namely ones in which the collection of resources chosen by Player $i$ in all phases is an objective in $\Sigma_i$. Also, once Player $i$ chooses $\perp$, then he has finished playing and all his choices in future phases must also be $\perp$. Formally, for a profile $P = \langle f_1, \ldots, f_k \rangle$ with $\text{out}(P) = \pi^1, \pi^2, \ldots$ and $i \in [k]$, let $\text{out}_i(P)$ be $\pi^1(i), \pi^2(i), \ldots$. For $j \geq 1$, let $e_j = \pi^j(i)$ be the resource Player $i$ selects in the $j$-th phase. Thus, $\text{out}_i(P)$ is an infinite sequence over $E_\perp$. We say that $f_i$ is legal if (1) there is an index $m$ such that $e_j \in E$ for all $j < m$
and \( e_j = \perp \) for all \( j \geq m \), and (2) the set \( \{e_1, \ldots, e_{m-1}\} \) is an objective in \( \Sigma_i \). (In particular, a player cannot select a resource multiple times nor a resource that is not a member in his chosen objective). We refer to an outcome in which the players use legal strategies as a *legal outcome* and a prefix of a legal outcome as a *legal history*.

In \( \text{out}(P) \), every player selects a set of resources. The cost of a player is calculated similarly to RAGs. That is, his cost for a resource \( e \), assuming the load on it is \( \gamma \), is \( \ell_e(\gamma) \), and his total cost is the sum of costs of the resources he uses. When the outcome of a profile \( P \) in a dynamic RAG coincides with the outcome of a profile \( Q \) in a RAG \( G \), we say that \( P \) and \( Q \) are *matching* profiles.

**Equilibria concepts** A *Nash equilibrium* (NE, for short) in a game is a profile in which no player has an incentive to unilaterally deviate from his strategy. Formally, for a profile \( P \), let \( P[i \leftarrow f'_i] \) be the profile in which Player \( i \) switches to the strategy \( f'_i \) and all other players use their strategies in \( P \). Then, a profile \( P \) is a NE if for every \( i \in [k] \) and every legal strategy \( f'_i \) for Player \( i \), we have \( \text{cost}_i(P) \leq \text{cost}_i(P[i \leftarrow f'_i]) \).

It is well known that every RAG is guaranteed to have an NE [23].

The definition of NE applies to all games, in particular to dynamic ones. Every NE \( Q \) in a RAG \( G \) matches an NE in a dynamic game \( \langle G, \nu \rangle \), for some scheduler \( \nu \), in which the players ignore the history of the play and follow their objectives in \( Q \). However, such a strategy is not rational. Thus, one could argue that an NE is not necessarily achievable in a dynamic setting. We illustrate this in the following example.

**Example 2.1** Consider a two-player DCG with resources \( \{a, b\} \), latency functions \( \ell_a(x) = x \) and \( \ell_b(x) = 1.5x \), and objectives \( \Sigma_1 = \Sigma_2 = \{\{a\}, \{b\}\} \). Consider the sequential scheduling in which Player 1 moves first followed by Player 2. Since the players’ objectives are singletons, the dynamic game consists of one phase. Consider the Player 2 strategy \( f_2 \) that “promises” to select the resource \( a \) no matter what Player 1 selects, thus \( f_2(a) = f_2(b) = a \). Let \( f_1^a \) and \( f_1^b \) be the Player 1 strategies in which he selects \( a \) and \( b \), respectively, thus \( f_1^a(\epsilon) = a \) and \( f_1^b(\epsilon) = b \). Note that these are all of Player 1’s possible strategies. The profile \( P = \langle f_1^b, f_2 \rangle \) is an NE. Indeed, Player 2 pays 1, which is the least possible payment, so he has no incentive to deviate. Also, by deviating to \( f_1^a \), Player 1’s payoff increases from 1.5 to 2, so he has no incentive to deviate either. Note, however, that this strategy of Player 2 is not rational. Indeed, when it is Player 2’s turn, he is aware of Player 1’s choice. If Player 1 plays \( f_1^b \), then a rational Player 2 is not going to choose \( a \), as this results in a cost of 2, whereas by \( b \), his cost will be 1.5. Thus, an NE profile with \( f_2 \) may

---

2Throughout this paper, we consider *pure* strategies and deviations, as is the case in the vast literature on RAGs.
To overcome this issue, the notion of *subgame perfect equilibrium* (SPE, for short) was introduced. In order to define SPE, we need to define a subgame of a dynamic game. Let $G = \langle G, \nu \rangle$, where $G = \langle [k], E, \{\Sigma_i\}_{i\in[k]}, \{c_e\}_{e\in E} \rangle$. It is helpful to consider the *outcome tree* $T_G$ of $G$, which is a finite rooted tree that contains all the legal histories of $G$. Each internal node in $T_G$ corresponds to a legal history, its successors correspond to possible extensions of the history, and each leaf corresponds to a legal outcome. Consider a legal history $h$. We define a dynamic RAG $G_h$, which, intuitively, is the game as $G$ after the history $h$ has been played. More formally, the outcome tree of $G_h$ is the subtree $T^h_G$ whose root is the node $h$. We define the costs in $G_h$ so that the costs of the players in the leaves of $T^h_G$ are the same as the corresponding leaves in $T_G$. Assume that $h$ ends at the $m$-th turn. A profile $P$ in $G$ corresponds to a trimming of $T_G$ in which the internal node $h$ has exactly one child $h \cdot \bar{\sigma}$, where $\bar{\sigma}$ is the set of choices of the players in $\nu^{-1}(m)$ when they play according to their strategies in $P$. The profile $P$ induces a profile $P^h$ in $G_h$, where the trimming of $T^h_G$ according to $P^h$ coincides with the trimming of $G$ according to $P$. We formally define the outcome tree and a subgame in Appendix A.

**Definition 2.1** A profile $P$ is an SPE if for every legal history $h$, the profile $P^h$ is a NE in $G_h$.

Note that the profile $P = \langle f^1, f^2 \rangle$ in the example above is an NE but not an SPE. Indeed, for the history $h = a$, the profile $P^h$ is not a NE in $G_h$ as Player 2 can benefit from unilaterally deviating as described above.

### 3 Existence of SPE in Dynamic Congestion Games

It is easy to show that every sequential dynamic game has an SPE by unwinding the outcome tree, and similar results have been shown before (c.f., [16]). The proof can be found in Appendix B.

**Theorem 3.1** Every sequential dynamic game has an SPE.

One could hope to prove that a general dynamic game $G$ also has an SPE using a similar unwinding of $T_G$. Possibly using the well-known fact that every CG is guaranteed to have an NE [23]. Unfortunately, and somewhat surprisingly, we show that this is not possible. We show that (very restrictive) DCGs might not have an SPE. For the good news, we identify a maximal fragment that is guaranteed to have an SPE.

\[143\]
Recall that a CG is singleton when the players’ objectives consist of singletons of resources, and a CG is symmetric if all the players agree on their objectives. We start with the bad news and show that symmetric DCGs and singleton DCGs need not have an SPE, even with linear latency functions. We then show that the combination of these two restrictions is sufficient for existence of an SPE in a DCG.

**Theorem 3.2** There is a symmetric linear DCG with no SPE.

**Proof:** We first describe a linear DCG with no SPE, and then alter it to make it symmetric. Consider the following three-player linear CG $G$ with resources $E = \{a, a', b, b', c\}$ and linear latency functions $\ell_a(x) = \ell_b(x) = x$, $\ell_{a'}(x) = \frac{3}{4}x$, $\ell_{b'}(x) = 1\frac{1}{3}$, and $\ell_c(x) = x + \frac{2}{3}$. Let $\Sigma_1 = \Sigma_2 = \{\{a, a'\}, \{b, b'\}, \{c\}\}$ and $\Sigma_3 = \{\{c\}, \{a', b\}\}$.

Consider the dynamic game $G$ in which Players 1 and 2 move concurrently followed by Player 3. Formally, $G = (G, \nu)$, where $\nu(1) = \nu(2) = 1$ and $\nu(3) = 2$.

We claim that there is no SPE in $G$. Note that since the players’ objectives are disjoint, then once a player reveals the first choice of resource, he reveals the whole objective he chooses, thus we analyze the game as if it takes place in one phase in which the players’ reveal their whole objective. The profiles in which Players 1 and 2 choose the same objective are clearly not an SPE as they are not an NE in the game $G$. As for the other profiles, in Figure 2, we go over half of them, and show that none of them is an SPE. The other half is dual. The root of each tree is labeled by the objectives of Players 1 and 2, and its branches according to Player 3’s objectives. In the leaves we state Player 3’s payoff. In an SPE, Player 3 performs a best-response according to the objectives he observes as otherwise the subgame is not in an NE. We depict his choice with a bold edge. Beneath each tree we note the payoffs of all the players in the profile, and the directed edges represent the player that can benefit from unilaterally deviating. In Appendix C, we construct a symmetric DCG $G'$ by altering the game $G$ above. We do this by adding a fourth player and three new resources so that $G'$ simulates $G$.

![Figure 2: Profiles in the game $G$ with no SPE.](image)

**Theorem 3.3** There is a singleton linear DCG with no SPE.
**Proof:** Consider the four-player linear singleton CG $G$ with resources $E = \{a, b, c, d\}$ and linear latency functions $\ell_a(x) = 4 \frac{1}{2} x$, $\ell_b(x) = 2 \frac{1}{2} x$, $\ell_c(x) = 3x$, and $\ell_d(x) = 4x$. Let $\Sigma_1 = \{\{a\}, \{c\}\}$, $\Sigma_2 = \{\{b\}, \{d\}\}$, $\Sigma_3 = \{\{b\}, \{c\}\}$, and $\Sigma_4 = \{\{c\}, \{d\}\}$. Consider the dynamic game $\mathcal{G}$ in which Players 1 and 2 move concurrently, then Player 3, and finally Player 4. Formally, $\mathcal{G} = \langle G, \nu \rangle$, where $\nu(1) = \nu(2) = 1$, $\nu(3) = 2$, and $\nu(4) = 3$.

We go over all the profiles in $\mathcal{G}$ and show that none of them is an SPE. The profiles are depicted in Figure 3. Similar to Theorem 3.2, the root of each tree is labeled by the objective of Players 1 and 2, its branches according to Players 3 and 4’s objectives, and in the leaves we state the payoffs of Players 3 and 4 assuming they choose their best choice given the other players’ choices.

![Figure 3: The profiles of the singleton DCG with no SPE. Bold edges depict Players 3 and 4’s best choices given the other players choices. Directed edges represent the player that can benefit from unilaterally deviating.](image)

Figure 3: The profiles of the singleton DCG with no SPE. Bold edges depict Players 3 and 4’s best choices given the other players’ choices. Directed edges represent the player that can benefit from unilaterally deviating.

We now prove that combining the two restrictions does guarantee the existence of SPE. We note that while our negative results hold for linear DCGs, which tend to be stabler than other DCGs, our positive result holds for every increasing latency functions.

**Theorem 3.4** Every symmetric singleton DCG has an SPE.

**Proof:** Consider a symmetric singleton DCG $\mathcal{G} = \langle G, \nu \rangle$. Recall that since $G$ is a singleton game, every outcome of $\mathcal{G}$ consists of one phase. Let $P$ be an NE in $G$ (recall that according to [23] an NE exists in every CG). Since $G$ is symmetric, we can assume that, for $1 \leq j < k$, the players that move in the $j$-th turn do not pay more than the players that move after them. Formally, for $i, i' \in [k]$, if $\nu(i) < \nu(i')$, then $cost_i(P) \leq cost_{i'}(P)$. In particular, the players who move in the first turn pay the least, and the players that move in the last turn pay the most. We construct a profile $Q$ in $\mathcal{G}$ and show that it is an SPE. Intuitively, in $Q$, the players follow their objectives in $P$ assuming the previous players also follow it. Since the costs are increasing with turns, if Player $i$ deviates, a following Player $j$ will prefer switching
resources with Player \( i \) and also switching the costs. Thus, the deviation is not beneficial for Player \( i \). In Appendix D, We construct \( Q \) formally and prove that it is an SPE.

\[ \square \]

4 Existence of SPE in Dynamic Cost-sharing Games

Cost sharing games tend to be less stable than congestion games in the concurrent setting; for example, very simple fragments of multiset cost-sharing games do not have an NE [5] while linear multiset congestion games are guaranteed to have an NE [6]. In this section we are going to show that, surprisingly, there are classes of games in which an SPE exists only in the cost-sharing setting. Still, SPE is not guaranteed to exist in general DSGs. We start with the bad news.

**Theorem 4.1** There is a DSG with no SPE.

**Proof:** Consider the following four-player SG \( G \) with resources \( E = \{a, a', a'', b, b', b'', c, c', c''\} \) and costs \( c_a = c_b = c_c = 6, c_{a'} = c_{b'} = c_{c'} = 4, \) and \( c_{a''} = c_{b''} = c_{c''} = 3. \) Let \( \Sigma_1 = \{\{a, a'\}, \{b, b''\}\}, \Sigma_2 = \{\{b', b''\}, \{c, c''\}\}, \Sigma_3 = \{\{c, c'\}, \{a, a''\}\}, \) and \( \Sigma_4 = \{\{a, a'\}, \{b, b'\}, \{c, c'\}\}. \) Consider the dynamic game \( G \) in which players 1, 2, and 3 move concurrently followed by Player 4. Formally, \( G = (G, \nu) \), where \( \nu(1) = \nu(2) = \nu(3) = 1 \) and \( \nu(4) = 2. \)

We claim that there is no SPE in \( G \), Similar to Theorem 3.2, since the players’ objectives are disjoint, we analyze the game as if it takes place in one phase. In Figure 4, we depict some of the profiles and show that none of them are an SPE. As in Theorem 3.2, the root of each tree is labeled by the objectives of Players 1, 2, and 3, its branches according to Player 4’s choices, and in the leaves we state the cost of Player 4 assuming he chooses his best choice given the other players’ choices. Finally, it is not hard to show that every profile not on the cycle of profiles cannot be an SPE.

\[ \square \]

Figure 4: Profiles in the game with no SPE. Bold edges depict Player 4’s best choice given the other players choices. Directed edges represent the player that can benefit from unilaterally deviating.
Recall that singleton DCGs are not guaranteed to have an SPE (Theorem 3.3). On the other hand, we show below that singleton DSGs are guaranteed to have an SPE. In order to find an SPE in such a game, we use a firmer notion of an equilibria in SGs.

A strong equilibria (SE, for short) [3] which is stable against deviations of coalitions of players rather than deviations of a single player as in NEs. Formally, consider a singleton SG \( G = \langle [k], E, \{ \Sigma_i \}_{i \in [k]}, \{ e_i \}_{e \in E} \rangle \), a profile \( P = \langle \sigma_1, \ldots, \sigma_k \rangle \), a coalition of players \( C \subseteq [k] \), and a joint move \( S \in \bigcup_{i \in C} \Sigma_i^{[i]} \) for the members of the coalition. We denote by \( P[C \leftarrow S] = \langle \sigma'_1, \ldots, \sigma'_k \rangle \) the profile in which the players in \( C \) switch to their objective in \( S \), thus \( \sigma'_i = S(i) \) for every \( i \in C \), and \( \sigma'_i = \sigma_i \) for \( i \notin C \). We say that \( S \) is beneficial for \( C \) if it is beneficial for all the members of the coalition, thus for every \( i \in C \), we have \( \text{cost}_i(P[C \leftarrow S]) < \text{cost}_i(P) \). We say that \( P \) is an SE if there is no coalition that has a beneficial move.

We show a connection between strong equilibria and SPEs in singleton SGs. It is shown in [13] that every singleton SG has an SE.

**Theorem 4.2** Consider a singleton DSG \( \mathcal{G} = \langle G, \nu \rangle \). Then, every strong equilibrium in \( G \) matches an SPE of \( \mathcal{G} \). In particular, every singleton DSG has an SPE.

**Proof:** We describe the intuition of the proof and the details can be found in Appendix E. Consider a singleton DSG \( \mathcal{G} = \langle G, \nu \rangle \), and let \( Q \) be an SE in \( G \). We describe a profile \( P \) in \( \mathcal{G} \) that matches \( Q \), and we claim that it is an SPE. Consider a history \( h \) that ends in the \( i \)-th turn. Assume the players that play in \( h \) follow their objective in \( Q \). Then, the players who play next, namely these in \( \nu^{-1}(i + 1) \), also follow \( Q \). Thus, \( P \) matches \( Q \). The definition of the strategies in \( P \) for histories that do not follow \( Q \) is inductive: assume only the players in \( \nu^{-1}(i) \) choose differently than in \( Q \), then the subgame \( \mathcal{G}_h \) is a singleton DSG. We find a strong equilibrium in \( \mathcal{G}_h \) and let the players in \( \nu^{-1}(i + 1) \) choose according to it.

We claim that \( P \) is an SPE. Assume towards contradiction that there is a Player \( i \) who can benefit from a unilateral deviation to a resource \( e \). Such a deviation initiates subsequent deviations from players who choose in later turns than Player \( i \). We consider the outcome of the game, and the players that play differently than in \( Q \). Let \( I, D \subseteq [k] \) be the set of players whose cost increases and decreases, respectively, with respect to their cost in \( Q \). We make several observations. Since \( Q \) is an SE, we have \( I \neq \emptyset \). Moreover, there must be a player \( j_l \in I \) who deviates to \( e \). Assume Player \( j_l \) chooses \( e' \) in \( Q \). Since \( \mathcal{G} \) is a SG, there must be a player \( j_D \in D \) who chooses \( e' \) in \( Q \), but deviates following Player \( i \)'s deviation. We continue recursively and identify a sequence of resources \( e = e_1, e_2, \ldots \) such that for every \( j \geq 1 \), there are \( j_l \in I \) and \( j_D \in D \) such that both players deviate into \( e_j \). Moreover, Players \( j_l \) and \( (j + 1)_D \) use the same objective in \( Q \). A contradiction follows from the fact that
since there are finitely many resources, the sequence has a loop.

**Remark 4.3** One could suspect that existence of strong equilibria in the underlying RAG implies existence of an SPE in the dynamic game. However, [13] shows that singleton CGs are guaranteed to have an SE, while we show in Theorem 3.3 that singleton DCGs are not guaranteed to have an SPE. In fact, [13] shows that every NE in a singleton CG is also an SE, while it is shown in [25] that this is not the case for singleton SGs.

One could also suspect that Theorem 4.2 generalizes to richer types of objectives. That is, we can ask whether, for an DSG \( \mathcal{G} = \langle G, \nu \rangle \), an SE in \( G \) matches an SPE in \( \mathcal{G} \). Theorem 4.1 shows that this is not the case as in the SG there, the profile \( \langle \{b, b\prime\}, \{b, b\prime\}, \{a, a\prime\}, \{b, b\prime\} \rangle \) is an SE.

**Remark 4.4** Consider a symmetric DSG \( \mathcal{G} = \langle G, \nu \rangle \). The social optimum profile \( O \) in \( G \) is attained when all the players choose the same cheapest objective, namely the objective with the minimal sum of resource costs. It is not hard to see that \( O \) is an NE as a deviation results in a more expensive objective with less sharing. Recall that we study SPE in dynamic games as NE might contain strategies that will not be used by rational players. Consider a profile \( P \) in \( \mathcal{G} \) that matches \( O \) (note that there can be many such profiles, and some can consist of strategies that are chosen by rational players). The same arguments stated above imply that \( P \) is an NE. Nevertheless, \( P \) may not be an SPE, as \( \mathcal{G} \) might contain a subgame with no SPE.

### 5 Equilibrium Inefficiency

It is well known that decentralized decision-making may lead to sub-optimal solutions from the point of view of society as a whole. We define the cost of a profile \( P \), denoted \( \text{cost}(P) \), to be \( \sum_{i \in [k]} \text{cost}_i(P) \). We denote by \( \text{OPT} \) the cost of a social-optimal solution; i.e., \( \text{OPT} = \min_P \text{cost}(P) \). Two standard measures that quantify the inefficiency incurred due to self-interested behavior are the *price of anarchy* (PoA) [15, 21] and *price of stability* (PoS) [2, 26]. The PoA is the worst-case inefficiency of an NE; The PoA of a game \( G \) is the ratio between the cost of the most expensive NE and the cost of the social optimum. The PoS measures the best-case inefficiency of an NE, and is defined similarly with the cheapest NE. The PoA of a family of games \( \mathcal{F} \) is \( \sup_{G \in \mathcal{F}} \text{PoA}(G) \), and the definition is similar for PoS.

In dynamic games we consider SPE rather than NE. We adapt the definitions above accordingly, and we refer to the new measures as *dynamic PoA* and *dynamic PoS* (DPoS and DPs, for short). We study the equilibrium inefficiency in the classes of games that are guaranteed to have an SPE, namely singleton DSGs and symmetric singleton DCGs.
The lower bounds for the PoA and PoS for singleton SG and singleton symmetric CGs follow to the dynamic setting as we can consider the scheduler in which all players choose simultaneously in the first turn. The upper bounds on the DPoS for singleton symmetric DCGs follow from the fact that every NE in singleton symmetric CGs matches an SPE in the corresponding dynamic game. For singleton DSG, recall that an SE in the traditional game matches an SPE in the dynamic game. It is shown in [29] that singleton SGs have an SE whose cost is at most $\log(p) \cdot k \cdot OPT$, which coincides with the log$(k)$ lower bound. Finally, the upper bound on the DPoA for singleton DSGs follows from the same argument as traditional games. For congestion games, it follows by applying a recent result by [10] to our setting. The details can be found in Appendix F.

**Theorem 5.1** The DPoA and DPoS in singleton DSGs and singleton symmetric DCGs coincide with the PoA and PoS in singleton SGs and singleton symmetric CGs, respectively.

6 Deciding the Existence of SPE

In the previous sections we showed that dynamic RAGs are not guaranteed to have an SPE. A natural decision problem arises, which we refer to as $\exists$SPE: given a dynamic RAG, decide whether it has an SPE. We show that the problem is PSPACE-complete in DSGs as well as DCGs. We start with the lower bound. The crux of the proof is given in the following lemma.

**Lemma 6.1** Given a QBF instance $\psi$, there is a fully sequential game $G_\psi$ that is either a DCG or a DSG, and two constants $\gamma, \delta > 0$, such that in every SPE $P$ in $G_\psi$, (1) if $\psi$ is true, then $\text{cost}_1(P) < \gamma$, and (2) if $\psi$ is false, then $\text{cost}_1(P) > \delta$.

**Proof:** For DCGs, such a construction is described in [16], which uses a construction by [28] in order to simulate the logic of a NAND gate by means of a CG. For SGs, we describe the construction below, which is inspired by the construction in [16].

The input to the TQBF problem is a Boolean circuit $\psi$ with inputs $x_1, \ldots, x_n$, where the variables are partitioned into sets of existential variables $E_1, \ldots, E_m$ and universal variables $A_1, \ldots, A_m$. We say that $\psi$ is true (in which case it is in TQBF) iff $\exists E_1 \forall A_1 \ldots \exists E_m \forall A_m \psi$. Wlog, we assume that $\psi$ is composed only of NAND gates. This is indeed wlog from every Boolean circuit $\varphi$ we can construct an equivalent circuit $\varphi'$, with only NAND gates in polynomial time.

We describe a DSG that simulates the logic of a NAND gate. We refer to the game as a gate game (see an example in Figure 5). The gate game simulates a gate
with two inputs and $r$ outputs. It has $r + 2$ players, where the first two players correspond to the two inputs of the gate, and we refer to them as $I_1$ and $I_2$, and the other players, which we refer to as $O_1, \ldots, O_r$, correspond to the outputs to the gate. The resources are $\{i_0^j, i_1^j : j \in \{1, 2\}\} \cup \{g^j, o_0^j, o_1^j : j \in \{1, \ldots, r\}\}$ standing for input, gate, and output resources. The costs of the input resources is 1, the costs of the gate resources is $3 \epsilon$, and every 0-output resource costs 1 while 1-output resources cost $1 + 1.1 \epsilon$. Each player has two objectives: a 1 objective and a 0 objective. For $j = 1, 2$, let $\Sigma_{I_j} = \{\{i_0^j\}, \{i_1^j, g^1, \ldots, g^r\}\}$. For $j = 1, \ldots, r$, let $\Sigma_{O_j} = \{\{o_1^j\}, \{g^1, o_0^j\}\}$. Finally, the game is sequential. The exact order is not important as long as the input players play before the output players.

In Appendix G we prove that a gate game simulates the logic of a NAND gate. Namely, in the unique SPE of the game, the output players select their 1-objectives iff the input players select their 0-objectives. We also show how to connect gate games to construct a game that simulates the logic of a given circuit.

\[ \exists x_1, x_2 \forall x_3 \]

Figure 5: An input $\psi$ to TQBF and the resulting dynamic game. An edge between two resources represents the fact that they belong to the same objective of one of the players.

To conclude the lower-bound proof, we combine between the game that is constructed in Lemma 6.1 and a game that has no SPE as in the examples we show in the previous sections. For the upper bound, consider a dynamic RAG $G$, and let $T_G$ be the outcome tree of $G$. Recall that there is a one-to-one correspondence between leaves in $T_G$ and legal outcomes of $G$. In order to decide in PSPACE whether $G$ has an SPE, we guess a leaf $l$ in $T_G$ and verify that it is an outcome of an SPE. Thus, we ask if there is an SPE $P$ in $G$ whose outcome corresponds to $l$.

**Theorem 6.2** The $\exists$SPE problem is PSPACE-complete for dynamic RAGs.

### 7 Efficient Stable Scheduling

The underlying assumption in game theory is that the players are selfish yet an authority may construct components of the game, and its challenge is to do so in a way that leads to stability. In some settings, the RAG is fixed and the authority
only has the power schedule the players. We assume that we are given a set \( S \) of constraints on schedulers that the authority can impose. A constraint \( s \in S \) is either a \emph{sequential constraint}, of the form \( i_1 < i_2 \), for \( i_1, i_2 \in [k] \), stating that Player \( i_1 \) moves before Player \( i_2 \), or a \emph{concurrent constraint}, of the form \( i_1 = i_2 \), stating that the Players \( i_1 \) and \( i_2 \) move concurrently. Scheduling has a price. The input also contains a value function \( c : S \rightarrow \mathbb{Q} \) that assigns to each constraint a cost or a reward. Intuitively, when \( c(s) = \gamma \geq 0 \), it means that the authority pays \( \gamma \) in order to force \( s \) in \( \nu \). Then, when \( c(s) = \gamma \leq 0 \), it means that the authority is rewarded \( \gamma \) if \( \nu \) respects \( s \). Consider a scheduler \( \nu \). Let \( R \subseteq S \) be the set of constraints satisfied by \( \nu \). Then, \( \text{cost}_{S,c}(\nu) = \sum_{s \in R} c(s) \).

The \emph{budgeted scheduling problem} (BS problem, for short) gets as input a RAG \( G \), a set of constraints \( S \), a value function \( c : S \rightarrow \mathbb{Q} \), and a budget \( \beta \). The goal is to decide whether there is a scheduler \( \nu \) with \( \text{cost}_{S,c}(\nu) \leq \beta \) such that the dynamic game \( \langle G, \nu \rangle \) has an SPE. The proof of the following theorem can be found in Appendix I.

\textbf{Theorem 7.1} The BS problem is PSPACE-complete.

8 Games with Ordered Resources

In many settings it makes sense to restrict the order in which the players select their objectives. For example, recall that a network formation games is played on a network, and each player chooses a path that connect his source and target vertices. When decisions are taken while the path is being generated, it is often the case that a player cannot select the edges on his path in any order. Rather, he must extend his path one edge at a time. The corresponding constraints state that if a player uses an edge \( e_{u,v} \), then, unless \( u \) is the source vertex, in a previous phase an edge that ends in \( u \) must have been chosen.

Generally speaking, we assume a dynamic game is also given by a partial order \( \prec \) on the resources. A legal strategy is one that does not violate the order. Thus, if the sequence of choices for a player in some outcome is \( e_1, e_2, \ldots, e_m \), then there are no \( 1 \leq i < j \leq m \) such that \( e_j < e_i \). We restrict the players to choose only legal strategies and we assume there is at least one legal strategy for each player.

\textbf{Theorem 8.1} Our results in terms of SPE existence, equilibrium inefficiency, and computational complexity coincide for ordered dynamic games and dynamic games.

\textbf{Proof:} Note that ordered dynamic games generalize dynamic games as we allow using the empty partial order. So, all our bad news follow to this setting. In terms of equilibrium existence and inefficiency, our good news are for singleton games. Such
games cannot be ordered. As for computational complexity, our upper bounds can easily be adapted to ordered games.

9 Discussion and Future Research

We studied an addition of dynamics to resource allocation games. The dynamics we studied extend traditional RAGs in two natural ways: the players select one resource at a time rather than choosing their whole objective in one shot, and the players perform choices in an ordering that is neither sequential nor fully concurrent. A future research direction is to apply these two natural extensions to other games.

We studied stable solutions of dynamic RAGs while focusing on SPE. We showed classes of dynamic RAGs that are guaranteed to have an SPE, and showed that most classes need not have one. The existence of a stable outcome is crucial, and a natural future research direction is a quest for stable classes. In addition to restrictions on the setting, like symmetry or singleton objectives, one can think about different mechanisms for allocating costs to resources – possibly ones that take the dynamics into account, and, similar to issues we have studied in the paper, the ability to stability via controlled scheduling.

Finally, the question of the benefits of choosing redundant resources becomes of special interest in the dynamic setting. Recall that we require the set of resources that a player chooses in an outcome of a game to be one of his objectives. Allowing players to use redundant resources amounts to weakening this requirement and replacing it by one in which the set (in fact, multiset) of resources that a player chooses contains one of his objectives. In the traditional setting, it is not hard to see that choosing a redundant resource cannot be beneficial. In the dynamic setting this is not the case, as a player may choose a redundant resource in order to mislead the other players or in order to “pass” in his turn (a variant of Example 1.1, in which we remove Player 1’s objectives that include the resource $g$, demonstrates this). An interesting direction for future research is the study of a game in which players are allowed to choose redundant resources.
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A Full Definitions: Outcome Trees and Subgames

We denote by $T_G$, the outcome tree of a dynamic RAG $G = \langle G, \nu \rangle$. The root of $T_G$ corresponds to the empty prefix $\epsilon$. Recall that $t_\nu$ is the maximal turn in $\nu$. Let $m \geq 1$, and $j \in [t_\nu]$, and consider a node that corresponds to a prefix $h$ of a legal outcome, after $m-1$ phases have been played as well as $j-1$ turns in the $m$-th phase. Thus, $h = \pi_1, \ldots, \pi^{m-1}, \pi^m_j$, where $\pi^m_j : [k] \rightarrow E_\perp$ and $\pi^m_j \cdot \nu_j$ before $(j) \rightarrow E_\perp$. We say that $h$ is controlled by the players in $\nu^{-1}(j)$. Note that if $\nu$ is sequential, then each node is controlled by exactly one player. The children of the node $h$ contain all the possible extensions of $h$ with a legal joint move by the players in $\nu^{-1}(j)$. Thus, a child $h'$ of $h$ is a prefix of a legal outcome and it is of the form $h' = \pi_1, \ldots, \pi^{m-1}, \pi^m_j$, where $\pi^m_j : [k] \rightarrow E_\perp$ and $\pi^m_j$ and $\pi^m_j \cdot \nu_j$ agree on before $(j)$. The edge $\langle h, h' \rangle$ in $T_G$ corresponds to the joint move $\pi : \nu^{-1}(j) \rightarrow E_\perp$, where for every $i \in \nu^{-1}(j)$ we have $\pi(i) = \pi^m_j(i)$. We sometimes use $h \cdot \pi$ to refer to $h'$. Note that if $j = t_\nu$, then $h'$ is of the form $\pi_1, \ldots, \pi^m, \pi^{m+1}$. Finally, $h$ is a leaf if $j = t_\nu$ and all players have finished playing in the $m$-th phase, thus the choices of all the players in the next phases must be $\perp$. Clearly, $T_G$ is a finite tree.

Consider a profile $P = \langle f_1, \ldots, f_k \rangle$. It is possible to trim $T_G$ according to $P$ so that each internal node $h$ has exactly one child $h \cdot \pi$, where $\pi$ is the joint objective in which the players who control $h$ follow $P$. That is, for each Player $i$ who controls $h$ we have $\pi(i) = f_i(h)$. Note that by trimming $T_G$ according to $P$, we leave exactly one leaf $l$ that is reachable from the root. Note that both $out(P)$ as well as the leaf $l$ correspond to the same profile in the underlying RAG $G$. For every $i \in [k]$, the cost of Player $i$ in $l$ is $cost_i(P)$.

We proceed to define a subgame. Let $h = \pi_1, \ldots, \pi^{m-1}, \pi^m_j$ be a legal history. Note that $m-1$ phases have been played as well as $j-1$ turns in the $m$-th phase, and the players that should play next are $\nu^{-1}(j)$. The subgame $G_h = \langle G_h, \nu_h \rangle$ of $G$ is a dynamic RAG with $G_h = \langle \pi^h, \{e \in E\} \rangle$, where the sets $\Sigma^h_i$ of objectives are defined as follows. Consider $i \in [k]$. Let $e_1, \ldots, e_m$ be the choices of Player $i$ in $h$ over $E_\perp$. Let $m' \leq m$ be the last index such that $e_m' \in E$. Let $\sigma^h_i = \{e_1, \ldots, e_{m'}\}$ be the edges in $E$ that Player $i$ collects during $h$, and let $nused(h, e)$ be the load.


generated on $e$ in $h$ by all the players, thus $\text{nused}(h, e) = |\{i \in [k] : e \in \sigma_i^h\}|$.

The set of objectives of Player $i$ in $G_h$ is $\Sigma_i^h$. Each objective in $\Sigma_i^h$ corresponds to an objective in $\Sigma_i$ (that is, Player $i$’s objectives in $G$), minus the resources that have been collected in $h$, thus $\Sigma_i^h = \{\sigma \setminus \sigma_i^h : \sigma \in \Sigma_i\}$. The cost Player $i$ pays in a profile $P = \langle \sigma_1, \ldots, \sigma_k \rangle$ takes into account also the use of resources in the history $h$, thus $\text{cost}_i(P) = \sum_{e \in (\sigma_1(e) \cup \sigma_i^h(e))} \ell_e(\text{nused}(h, e) + \text{nused}(P, e))$. Recall that $j - 1$ turns have been played in the last phase in $h$. Thus, we “shift” the scheduler $\nu_h$ by $j$. For $l \in [k]$, the players $\nu^{-1}(l)$ who are scheduled to play in the $l$-th turn by $\nu$, are scheduled to play in the $((l - j) \mod k) + 1$ turn by $\nu_h$. In particular, for every $i \in \nu^{-1}(j)$, we have $\nu_h(i) = 1$. Finally, consider a strategy $f$ in $G$. We define a strategy $f^h$ in the game $G_h$ by $f^h(x) = f(h \cdot x)$. Given a profile $P = \langle f_1, \ldots, f_k \rangle$, the corresponding profile in $G_h$ is $P^h = \langle f_1^h, \ldots, f_k^h \rangle$.

## B Proof of Theorem 3.1

Given a sequential game $G$, we construct an SPE by “unwinding” the outcome tree $T_G$ in a backwards inductive manner. Consider an internal node $h$ in $T_G$. Since $G$ is sequential, there is a unique Player $i$ who controls $h$. If $h$ is a leaf, then $\perp$ is the only choice Player $i$ can make, and we set his strategy to select $\perp$. Assume $h$ is an internal node, and let $e_1, \ldots, e_m$ be the possible resources Player $i$ can select in $h$. Let $h_1, \ldots, h_m$ be the children of the node $h$ in $T_G$. Assume by induction that there is an SPE in the games $G_{h_1}, \ldots, G_{h_m}$, and let $\gamma_1, \ldots, \gamma_m$ be Player $i$’s costs in these SPEs. We set Player $i$’s choice in $h$ to be a resource $e_l$ that minimizes his payment, thus $\gamma_l = \min\{\gamma_1, \ldots, \gamma_m\}$. Clearly, this profile is an NE in the subgame $G_h$. We refer to this choice of Player $i$ as a best response to the history $h$ that he observes. Note that every choice of Player $i$ that achieves a higher cost is not an NE. In particular, if at every node $h$ there is a unique best response for the player that controls $h$, then there is a unique SPE in $G$.

## C Proof of Theorem 3.2

To conclude the proof, we construct a symmetric CG $G'$ by altering the game $G$ above. We add a fourth player and three new resources $d$, $e$, and $f$, with latency functions $\ell_d(x) = 10x$, $\ell_e(x) = 25x$, and $\ell_f(x) = 30$. The other resources are as in $G$. The objectives of the players’ are symmetric. They consist of $\Sigma_1 \cup \Sigma_2$, where we add $d$ to every strategy in $\Sigma_1$ and $e$ to every strategy in $\Sigma_2$. We also add a singleton objective $\{f\}$. Formally, the objectives are $\{\{f\}\} \cup \{\sigma \cup \{d\} : \sigma \in \Sigma_1\} \cup \{\sigma \cup \{e\} : \sigma \in \Sigma_2\}$. Finally, we define a scheduler $\nu'$ that is similar to $\nu$ only that Player 4
moves last, thus $ν'(1) = ν'(2) = 1$, $ν'(3) = 2$, and $ν'(4) = 3$.

We claim that $G' = \langle G', ν' \rangle$ has no SPE. We claim that in every profile that is a candidate to be an SPE, the choice of Players 1 and 2 in the first phase is $d$, the choice of Player 3 is $e$, and the choice of Player 4 is $f$. This follows from the following three properties: (1) the costs of these three resources is much higher than that of the other resources, so the players’ best response in the first phase is to minimize the cost they pay for them, (2) using $d$ at most twice is more beneficial than using $e$, and using $d$ three times is more costly than using $e$ once, and (3) using $e$ once is more beneficial than using $f$ once, and using $f$ once is more beneficial than using $e$ twice. Once the first phase is played, the analysis is the same as in the game $G$, which we proved not to have an SPE.

\section{Proof of Theorem 3.4}

We construct a profile $Q = \langle f_1, \ldots, f_k \rangle$ in $G$ and show that it is an SPE. Consider a history $h$. For a resource $e \in E$, we define $nused(h, e)$ and $nused(P, e)$ to be the loads on $e$ in $h$ and $P$, respectively. We say that $h$ is consistent with $P$ if for every $e \in E$, we have $nused(h, e) \leq nused(P, e)$. When $P$ is clear from the context we do not state it implicitly.

We first define the strategies in $Q$ w.r.t. consistent histories. Consider such a history $h$ that ends before the $j$-th turn, thus the players who control the node $h$ in $G$ are $ν_1 \nu_2 \nu_3 \nu_4$. We define the strategies in $Q$ as if the players in $\nu_1 \nu_2 \nu_3 \nu_4$ move in a sequential order. Let $i_1, i_2, \ldots, i_n$ be an arbitrary order on the players in $\nu_1 \nu_2 \nu_3 \nu_4$. Then, for $1 \leq l \leq n$, we define the strategy $f_{i_l}$ of Player $i_l$ to perform a best response to the objectives of players in before $\nu_1 \nu_2 \nu_3 \nu_4$, whose objectives he observes, and as if he also observes the objectives of the players $i_1, \ldots, i_{l-1}$ who also move in the $j$-th turn.

We formally define $f_{i_l}$. Let $h'$ be the history $h$ concatenated with the objectives of the players $i_1, \ldots, i_{l-1}$. We say that a resource $e \in E$ is full in $h'$ if $nused(h', e) = nused(P, e)$. Recall that $f_{i_l}$ is defined w.r.t. $h$. We define $f_{i_l}(h)$ to be a resource $e$ that is not full after $h'$ and, assuming all resources will eventually be filled up, choosing $e$ will cost the least for Player $i_l$, thus $e$ minimizes \{ $L_e(nused(P, e)) : nused(h', e) < nused(P, e)$ \}. Note that since players never choose a resource that is full, the history $h$ concatenated with the choices in the $j$-th turn, is a consistent history.

We have not yet defined the strategies in $Q$ w.r.t. histories that are inconsistent with $P$. Still, we can show that for every history $h$ that is consistent with $P$, the profile $Q^h$ is an NE in $G_h$. Assume that $h$ ends before the $j$-th turn. We first show that for every Player $i \in ν^{-1}(j)$, choosing a resource that is not full in $h$ dominates
choosing a resource that is already full. That is, no matter how the other players move, it is always more beneficial to choose a resource that is not yet full over one that is full. Then, all that is left in order to prove that $Q^h$ is an NE, is to show that no player can benefit from deviating to a resource that is not full. Such a deviation results in a history that is consistent with $P$ for which we have defined the strategies in $Q$. Intuitively, such a deviation is not beneficial as we defined $Q$ so that players that move first pay less. By deviating, a player will “switch” costs with a player that moves after him, thus his cost cannot decrease.

We make an observation before proving the claim. Assume the players $\nu^{-1}(j)$ select a joint objective $\sigma$ such that $h \cdot \sigma$ is a history consistent with $P$. It is not hard to see that $\text{out}(Q^{h,\sigma})$ is also consistent with $P$. Thus, for each Player $i \in \nu^{-1}(j)$, we have $\text{cost}_i(Q^h) = \text{cost}_{i'}(P)$, for some $i' \in [k]$ (possibly $i' = i$). Note that $Q^h$ is a profile in the game $G_h$, whereas $P$ is a profile in the game $G$.

We proceed to prove that for every $i \in \nu^{-1}(j)$, Player $i$ cannot benefit from unilaterally deviating from the profile $Q^h$ in the game $G_h$. Assume towards contradiction that Player $i$ can benefit from unilaterally deviating and choosing a resource $e \in E$. Recall that since $G$ is a singleton game, Player $i$ does not move again. Let $\sigma$ be the joint move at $h$ according to $Q^h$, and let $h' = h \cdot \sigma$. We distinguish between two cases. First, assume the resource $e$ is full in the history $h'$. Thus, $\text{nused}(h', e) = \text{nused}(P, e)$. Note that Player $i$’s deviation forms a history that is not consistent with $P$ and we have not yet defined the strategies in $Q$ w.r.t such histories. Still, we can show that such a deviation is not beneficial. Note that the load on $e$, no matter how the other players move is at least $\text{nused}(P, e) + 1$. Recall that $\text{cost}_i(Q^h) = \text{cost}_{i'}(P)$, for some $i' \in [k]$. Since $G$ is a symmetric game, Player $i'$ can choose the objective $e$, thus $e \in \Sigma_{i'}$. Since $P$ is an NE, we have $\text{cost}_{i'}(P) \leq \text{cost}_{i'}(P[i' \leftarrow e])$. Note that the load on $e$ in the profile $P[i' \leftarrow e]$ is exactly $\text{nused}(P, e) + 1$. Since $G$ is a congestion game, the cost of $e$ increases with the load on it. Thus, the cost Player $i$ pays after deviating is at least $\text{cost}_{i'}(P[i' \leftarrow e])$, which is not beneficial, and we reach a contradiction.

In the second case, the resource $e$ to which Player $i$ deviates is not full in the history $h'$. Let $h''$ be the history after Player $i$’s deviation. Then, $h''$ is a history consistent with $P$, and $Q$ is defined w.r.t $h''$. Let $P'$ be the profile in $G$ that corresponds to the outcome of $Q$ in the subgame $G_{h''}$. Let $l \in [k]$ be the player that selects $e$ in $P'$. Thus, $\text{cost}_l(P') = \text{cost}_l(Q)$. Recall that according to $Q$, at $h$, Player $i$ should select the cheapest resource that is not full. Since Player $i$ deviates, the resource $e$ is not that cheapest resource. So, Player $l$ moves after Player $i$, where by “after” we either mean that $\nu(i) < \nu(l)$ or $\nu(i) = \nu(l)$ but $i$ comes before $l$ in the arbitrary order we fix for the players in $\nu(i)$-th turn. Thus, $\text{cost}_l(Q) \geq \text{cost}_l(Q)$, and the deviation is not beneficial for Player $i$.  
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To conclude the proof, we complete the definition of the strategies in $Q$. The definition is inductive. Let $h'$ be a history consistent with $P$, and let $\sigma$ be a joint move such that the history $h = h' \cdot \sigma$ is inconsistent. Since $G$ is a singleton symmetric game, so is the game $G_h$. Thus, we find an NE profile $P'$ in $G_h$ and continue as in the above.

E Proof of Theorem 4.2

Let $P = \langle f_1, \ldots, f_k \rangle$ be the profile that is described in the body of the paper whose outcome coincides with the SE $Q$. We claim that $P$ is an SPE. Consider a history $h$ that ends before the $j$-th turn, where assume that the players in $h$ follow their choices in $Q$. For the other histories the proof is similar. Assume towards contradiction that there is $i \in \nu^{-1}(j)$ such that Player $i$ can benefit from unilaterally deviating to a strategy $f'_i$. We think of the outcome of $P[i \leftarrow f'_i]$ as a profile $Q' = \langle \sigma'_1, \ldots, \sigma'_k \rangle$ in $G$. Let $C \subseteq [k]$ be the players whose objectives in $Q'$ differ from their objectives in $Q$. Let $I, D \subseteq C$ be the partition of $C$ to players whose payoff in $Q'$ increase and decrease, respectively, with respect to their outcome in $Q$. Formally, if $i \in I$, then $cost_i(Q) \geq cost_i(Q')$, and if $i \in D$, then $cost_i(Q) < cost_i(Q')$. Since $Q$ is an SE, the coalition $C$ cannot all benefit, thus $I \neq \emptyset$.

Consider a resource $\sigma$ such that there is a player $j \in D$ with $\sigma'_j = \sigma$. We make three observations. (1) there is $j_1 \in I$ such that $\sigma'_{j_1} = \sigma$. Otherwise, in the game $G$, the coalition of players in $C$ that play $\sigma$ in $Q'$ can benefit from deviating from $Q$, contradicting the fact that it is an SE.

(2) There is $j_2 \in D$ such that Players $j_1$ and $j_2$ choose the same objective in $Q$, thus $\sigma'_{j_1} = \sigma_{j_2}$. Assume otherwise. Let Player $j$ be the first player that “leaves” $\sigma_{j_2}$, thus Player $j$ chooses $\sigma_{j_2}$ in $Q$ and not in $Q'$ and this is the first such player to choose. Note that if $j \in I$, then by staying in $\sigma_{j_2}$, his cost cannot increase, thus the deviation is not beneficial, and we reach a contradiction.

(3) Note that $\sigma'_{j_1} \neq \sigma'_{j_2}$. Indeed, players $j_1$ and $j_2$ pay the same in $Q$ while Player $j_1$’s payoff in $Q'$ is higher than it is in $Q$ and Player $j_2$’s payoff is lower.

Recall that we assume that Player $i$’s objective in $Q$ differs from his objective in $Q'$ and that $i \in D$. We find a sequence of resources $e_1, e_2, \ldots$, and for every $j \geq 1$, we associate with the resource $e_j$ two players $j_i \in I$ and $j_d \in D$ such that $\sigma'_{j_i} = \sigma'_{j_d} = e_j$. First, we define $e_1 = \sigma'_1$ and we associate $i$ with $e_1$, thus $1_d = i$.

Consider $j \geq 1$. Assume there is a player $j_d \in D$ with $\sigma'_{j_d} = e_j$. By (1), there is a $j_i \in I$ with $\sigma'_{j_i} = e_j$, and we associate $j_i$ with $e_j$. By (2), there is $(j+1)_d \in D$ such that Players $(j+1)_d$ and $j_i$ choose the same resource in $P_h$, thus $\sigma_{j_i} = \sigma_{(j+1)_d}$. We define the next resource in the sequence $e_{j+1}$ to be $\sigma'_{(j+1)_d}$, which by (3) is different
from $e_j$. We associate Player $(j + 1)_d \in D$ with $e_{j+1}$, and continue inductively.

Since there are finitely many resources, there is a loop $e_r, e_{r+1}, \ldots, e_{s-1}, e_r$ in the sequence above. For $r \leq j \leq s - 1$, note that $\text{cost}_{j_d}(Q') = \text{cost}_{j_1}(Q')$ and $\text{cost}_{j_d}(Q) = \text{cost}_{(j+1)_d}(Q)$. Moreover, $\text{cost}_{j_d}(Q') \geq \text{cost}_{j_1}(Q)$ and $\text{cost}_{j_d}(Q) > \text{cost}_{j_d}(Q')$. Combining the above we have $\text{cost}_{j_d}(Q) > \text{cost}_{j_d}(Q') = \text{cost}_{j_1}(Q') \geq \text{cost}_{j_1}(Q) = \text{cost}_{(j+1)_d}(Q)$, and we reach a contradiction.

F Proof of Theorem 5.1

The lower bounds for both measures are easy. Since we consider singleton games, an NE in a singleton RAG is an SPE in the corresponding dynamic RAG with the concurrent scheduler, i.e., all the players move simultaneously in the first round.

We continue to the upper bounds, and start with SGs. In SGs, we have $\text{PoS} = \log(k)$ and $\text{PoA} = k$ [2]. The proof for the upper bound for the DPoA is the same as in RAGs: if a player’s cost is more than $k$ times his cost in the social optimum in some SPE, then he can deviate to his objective in the social optimum and reduce his cost. For the upper bound on the DPoS, we note that the proof in Theorem ?? shows that a specific profile of an SG is an outcome of an SPE. It is shown in [29] that the cost of this profile is at most $\log(k) \cdot \text{OPT}$, thus we have $\text{DPoS} = \log(k)$.

We conclude by studying CGs. In singleton symmetric CGs, we have $\text{PoA} = 4/3$ [11] and we are not aware of a tight bound on the PoS. For the DPoS, Theorem 3.4 shows that every NE in a symmetric singleton CG corresponds to an SPE. For the DPoA, we use a claim from [10]. They show that with a sequential scheduler, every outcome of an SPE in a symmetric singleton CG is an NE in the underlying simultaneous game. Their proof works also for schedulers that are not sequential.

G Proof of Lemma 6.1

Note that the players’ objectives are disjoint, so we analyze the game as if it takes place in one phase. We claim that a gate game simulates the semantics of a NAND gate. Assume both input players select their 1 objective, which corresponds to the case in which the input of the gate is two 1’s, thus the outputs should be 0. For $j \in [r]$, we show that choosing the 0 objective is dominant for Player $O_j$. Indeed, if Player $O_j$ plays his 0 objective, the cost of the resource $g^j$ is split between three players, so the total cost for Player $O_j$ is $1 + \epsilon$. On the other hand, the cost of the 1 objective is $1 + 1.1\epsilon$. Assume now that one of the input players chooses his 0 objective, thus the outputs should be 1. Then, choosing the 1 objective is dominant for Player $O_j$ as the cost of the 0 objective is at least $1 + 1.5\epsilon$ while the cost of the
1 objective remains $1 + 1.1\epsilon$.

Next, we describe how to connect two gate games. Let $\mathcal{G}$ and $\mathcal{G}'$ be gate games as in the above. We connect the corresponding gates such that the $j$-th output of the first gate is fed as the first input to the second gate. In the combined game, the players of $\mathcal{G}$ move before the players in $\mathcal{G}'$. Also, we merge between the output resources of Player $O_j$ in $\mathcal{G}$ with the input resources of Player $I_1'$ in $\mathcal{G}'$. More formally, let $\Sigma_{O_j} = \{\{o^1_j\}, \{g^j, o^0_j\}\}$ in $\mathcal{G}$ and $\Sigma_{I_1'} = \{\{i^1_1\}, \{i^j_1, c^1, \ldots, c^r\}\}$ in $\mathcal{G}'$. Then, in the combined game, we have $o^1_j = i^1_1$ and $o^0_j = i^0_1$. The cost of the first resource is 1 and the second is $1 + 1.1\epsilon$.

We claim that it is dominant for Player $I_1'$ to match Player $O_j$’s choice of objective. Intuitively, this follows from the fact that the input and output resources cost much more than the gate resources, so sharing the cost of the first is more beneficial than sharing the second. More formally, assume Player $O_j$ plays his 1 objective. If Player $I_1'$ chooses his 1 objective, the cost of the resource $i^1_1$ is split between the two players. So, Player $I_1'$’s cost, no matter what the other players play is a bit over $\frac{1}{2}$. On the other hand, if he chooses his 0 objective, his cost is 1. Choosing the 1 objective in this case is clearly dominant. The case where Player $O_j$ chooses his 0 objective is dual.

We proceed to describe the game $\mathcal{G}_\psi$ (see for example Figure 5). In $\mathcal{G}_\psi$, there is a gate game that corresponds to every NAND gate in $\psi$, and the games are connected as in the above. For example, in Figure 5, for $i \in [4]$, let $\mathcal{G}_i$ be the gate game that corresponds to the gate $G_i$. Consider the gate $G_1$. One of its outputs is fed as input to $G_4$ and the other to $G_3$. In $\mathcal{G}_1$, the first pair of output resources are $o_1^{1,1}$ and $o_0^{1,1}$, which also serve as input resources in the gate game $\mathcal{G}_4$. Thus, the set of objectives of the first input player in $\mathcal{G}_4$ is $\{(o_0^{1,1}, o_1^{1,1}, g_4)\}$. Similarly, the second pair of output resources are $o_1^{1,2}$ and $o_0^{1,2}$, which also serve as input resources in the game $\mathcal{G}_3$.

We are left to describe the inputs and output of the circuit and how they interact. Assume the inputs to $\psi$ are the variables $x_1, \ldots, x_n$. Then, in addition to the players who simulate the NAND gates, the game $\mathcal{G}_\psi$ includes also $n$ variable players. As in the above, each variable player $j \in [n]$ has a 0 and 1 objective, which corresponds to an assignment to the variable $x_j$. Player $x_j$ serves as the input player in every gate game that $x_j$ appears in. So, Player $x_j$ has a 0 objective which is $\{i^0_1\}$ and a 1 objective, which includes an input resource $i^1_1$ as well as gate resources as in the above. For example, in Figure 5, the variable $x_2$ is fed as input to the gates $C_1$ and $C_2$, so the set of objectives of Player $x_2$ is $\{\{i^0_1\}, \{i^1_2, g_1^2, g_2^2, c_2\}\}$.

Recall that there is a partition $E_1, \ldots, E_m, A_1, \ldots, A_m$ of $x_1, \ldots, x_n$. The scheduler in $\mathcal{G}_\psi$ schedules the variable players that correspond to the set of variables $E_1$ to move first, followed by the players who correspond to the set of variables $A_1$, etc.
followed by $E_2$, etc. The other players in $G_\psi$ who simulate the NAND gates follow according to the rules above.

Finally, there is a special NAND gate in $\psi$ with only one output, where the output of this gate is the output of the whole circuit. We refer to this gate as the final gate and to the corresponding gate game as the final gate game. In Figure 5, the final gate is $C_4$. Let Player $O$ be the output player in the final gate game. Recall that each variable player $x_j$ has a 1 objective with a resource $i^1_j$ and a 0 objective with an input resource $i^0_j$. Further recall that in a gate game, the 0 objective of the output players includes a gate resource. We define Player $O$’s 0 objective to include the gate resource $g$ of the final gate game as well as all the input resources of the universal variable players, thus it is $\{g\} \cup \{i^0_j, i^1_j : x_j \in A_1, \ldots, A_m\}$. The 1 objective of Player $O$ includes the input resources of all the existential variables players as well as another gate resource $g'$ with cost $1.1\epsilon$, which we use to maintain the gate semantics, thus the 0 objective is $\{c'\} \cup \{i^0_j, i^1_j : x_j \in E_1, \ldots, E_m\}$. We assume Wlog that the number of existential and universal variables in $\psi$ is the same. So, Player $O$’s cost for the input resources is the same in both of his objectives no matter what the other players choose. Thus, the NAND semantics of the output gate is maintained.

Let Player $x_1$ be the first variable player to move in $G_\psi$. We claim that if $\psi$ is true, then in every SPE $P$, we have $\text{cost}_{x_1}(P) < \frac{1}{2} + \epsilon'$, and if $\psi$ is false, then $\text{cost}_{x_1}(P) \geq 1$. Assume that $x_1$ is an existential variable, and the proof is dual for universal variables. Note that a cost of slightly over $\frac{1}{2}$ for Player $x_j$ is achieved when Player $O$ shares the cost of the input resource Player $x_j$ uses. Thus, Player $x_j$, as well as all the existential players, have an incentive that the output of the circuit $\psi$ is 1. Indeed, if the output is 0, the Player $O$ shares the input resources with the universal players. Thus, if $\psi$ is true, then the existential players can follow their assignments and guarantee a cost of slightly over $\frac{1}{2}$. On the other hand, if $\psi$ is false, the universal players can guarantee a cost of slightly over $\frac{1}{2}$, making the cost of the existential players slightly over 1.

H Proof of Theorem 6.2

We start with the lower bound and the case of dynamic CGs. Given a QBF instance $\psi$, we apply the construction in Lemma 6.1 to get a sequential CG $G_\psi$ and $\gamma, \delta > 0$ such that if $\psi$ is true, then $\text{cost}_{1}(G_\psi) < \frac{1}{2} + \epsilon$, and if $\psi$ is false, then $\text{cost}_{1}(G_\psi) > \frac{1}{2}$. Let $G_1$ be the first 3-player game with no SPE that is described in Theorem 3.2. We construct a dynamic CG $G'$, by merging $G_\psi$ and $G_1$, such that $G'$ has an SPE iff $\psi$ is true.
We proceed to construct $G'$. We add two players $k + 1$ and $k + 2$ to $G_\psi$ that take the roles of the first two players in $G_1$. The role of Player 3 in $G_1$ is played by Player 1 in $G_\psi$, so we add the objectives \{a', b\} and \{c\} to $\Sigma_1$. Players $k + 1$ and $k + 2$ move first concurrently followed by Player 1 and the rest of the players in $G_\psi$, which move sequentially. Recall that in every profile that is a candidate to be an SPE in $G_1$, Player 3’s cost is at least $\frac{1}{2}$ and at most $2\frac{2}{3}$. We alter the latency functions in $G_1$ so that in these profiles Player 3 pays at least $\gamma$ and at most $\delta$. Let $P$ be the SPE in $G_\psi$. We claim that if $\text{cost}_1(P) \leq \gamma$, then $G'$ has an SPE. Indeed, it is not hard to see that the following profile is an SPE: Players $k'$ and $k''$ choose $x_{a,a}$ and $x_{c,u}$, and the other players play according to $P$ in every subgame. On the other hand, if $\text{cost}_1(P) > \delta$, then there is no SPE. Indeed, Player 1 prefers the objectives originating from $G_1$ over these in $G$, and there is no SPE in the topmost subgame as shown in Theorem 3.2.

The case of dynamic SGs is similar. Let $G_\psi$ be the output of the construction in Lemma 6.1 and $G_2$ the dynamic SG with no SPE that is described in Theorem 4.1. We merge $G_\psi$ with $G_2$ by letting the first player in $G_\psi$ take the role of the fourth player in $G_2$ similar to the above. Note that in every candidate profile for an SPE in $G_2$, Player 4’s cost is 4. We alter the costs in $G_\psi$ so that $\gamma = 4 - \epsilon$ and $\delta = 4 + \epsilon$. Let $P$ be an SPE in $G_\psi$. We claim that if $\text{cost}_1(P) < \gamma$, then $G'$ has an SPE. Indeed, it is not hard to see that the following profile is an SPE: Players $k + 1$ and $k + 2$ choose $\langle\{a, a'\}, \{c\}\rangle$, and the other players play according to $P$ in every subgame. On the other hand, if $\text{cost}_1(P) > \delta$, then Player 4 always prefers his objective in $G_2$ over his objective in $P$, and by the reasoning in Theorem 4.1, there is no SPE in the topmost subgame, and we are done.

We continue to study the upper bound. Consider a dynamic RAG $G$, and let $T_G$ be the outcome tree of $G$. Recall that there is a one-to-one correspondence between leaves in $T_G$ and legal outcomes of $G$. We guess a leaf $l$ in $T_G$ and verify that it is an outcome of an SPE. Thus, we ask if there is an SPE $P$ in $G$ whose outcome corresponds to $l$.

In order to decide whether such a profile $P$ exists, we traverse the path from $l$ to the root of $T_G$. Consider an internal node $h$ and its child on this path $h \cdot \sigma$. Intuitively, our guess of $l$ fixes the joint objective in $h$ to be $\sigma$. Consider a Player $i$ who controls $h$ and a resource $e'_i$ different from $\sigma(i)$. Thus, $\sigma[i \leftarrow e'_i]$ is a unilateral deviation of Player $i$. We ask if it is possible to define the strategies in the other internal nodes such that the deviation is not beneficial for Player $i$. Formally, we ask if there is an SPE $P'$ in the subgame $G_{\sigma[i \leftarrow e'_i]}$ in which the cost of Player $i$ is at least his cost in $l$. This is done by calling the algorithm recursively with a slight change to the base case. Recall that in order for $P$ to be an SPE, it must be an NE in every internal node in $T_G$. Thus, we verify that an SPE exists in every child $h \cdot \sigma'$.
of \( h \) that we have not yet considered. Thus, \( \sigma \) and \( \sigma' \) differ by at least two entries. This is again done by a recursive call to the algorithm. Clearly, the algorithm uses polynomial space.

I Proof of Theorem 7.1

For the upper bound, given an input \( \langle G, \langle S, c \rangle, \beta \rangle \), for \( G \) with \( k \) players, we go over all schedulers \( \nu : [k] \to [k] \). For each scheduler \( \nu \), we check whether \( \text{cost}_{S,c}(\nu) \leq \beta \) and if so, we use the algorithm in Theorem 6.2 in order to decide whether the game \( \langle G, \nu \rangle \) has an SPE. In case it does, we accept. Clearly, the algorithm runs in polynomial space and accepts iff the input is legal.

For the lower bound, we show a reduction from \( \exists \text{SPE} \). Given an input \( \langle G, \nu \rangle \) to \( \exists \text{SPE} \) we construct an input \( \langle G, \langle S, c \rangle, -(k-1)^2 \rangle \) to the BS problem as follows. For every \( i_1, i_2 \in [k] \), we add to \( S \) a constraint according to the order of \( i_1 \) and \( i_2 \) in \( \nu \). For example, if \( \nu(i_1) < \nu(i_2) \), then we add to \( S \) the constraint \( i_1 < i_2 \). All constraints have cost \(-1\). Clearly, the only scheduler that has cost at most \( -(k-1)^2 \) is \( \nu \), thus \( \langle G, \nu \rangle \in \exists \text{SPE} \) iff \( \langle G, \langle S, c \rangle, -(k-1)^2 \rangle \in \text{BS} \), and we are done.\(^3\)

\(^3\)Note that often it is possible to force \( \nu \) with less than \((k-1)^2\) constraints. We have no reason however to minimize the number of constraints in the reduction.
6 Discussion

In the first part of this thesis we studied topics in the border between formal methods and algorithmic game theory. We showed a flow of ideas between the two areas while focusing mainly on different aspects of resource-allocation games. For the direction from formal methods to AGT, we generalized network formation games by allowing the players to have richer objectives than reachability. The paths the players select in the new game are no longer simple, so each strategy uses a multiset of edges rather than a set of edges as in network formation games. We applied a similar generalization to resource allocation games, and introduced and studied multiset resource allocation games. We show that these generalizations reduce stability in most cases while maintaining it in others.

Another extension of classic resource allocation games is our addition of dynamics in the process of choosing the resources. While games in AGT are typically “one round” games, ongoing games are natural in formal methods. So, the definitions in this game are close in nature to games in formal methods whereas the questions we ask are typical AGT questions.

For the direction from AGT to formal methods, we consider the problem of synthesis in a multi-player setting and introduce new approaches for the definition of cost of a synthesized system. We consider systems generated from components. Each synthesized system has a cost, which is affected by its underlying components. For example, the cost can be the price the players pay for the manufacturing of the component, thus an increase of load has a positive effect as more players “split the bill”. Dually, the components can be processors, where higher load means a decrease in performance. Thus, on top of the game theoretic approach to synthesis, in which each player tries to find a correct system we point to an “outer” game that concerns costs. Here, the strategies of a player are the correct systems and we are looking for a stable solution; namely one in which the players have no incentive to change their system.

The work presented in the thesis sets the stage for further research in the field. We describe some directions for future research. The immediate directions are the problems we left open; e.g., the exact value of the PoS in affine multiset congestion games. Next, recall that our extensions of resource allocation games are mostly less stable than traditional games. Specifically, most multiset resource allocation games are not guaranteed to have an NE, and most dynamic RAGs are not guaranteed to have an SPE. An interesting direction would be to “restore stability” to these games, where the rough goal is to ensure that the game under consideration has a stable outcome. Such a goal was studied for resource allocation games with no NE [2]. One way to achieve this would be to weaken the equilibrium we chose as a
measure for stability, while keeping it strong enough to be interesting. Another way would be to consider subclasses of the general game in either its structure or the objectives of the players. Finally, we can make assumptions that increase stability like the ability to control some of the players [3]. That is, an authority can choose some subset of the players and assign strategies to them, which they cannot change. The other players act as normal players.

We proceed to describe less concrete directions. Resource allocation games can be thought of as games that we find in the “wild”. These are mathematical objects that attempt to model real-life settings. Our goal is to analyze these objects using several measures: existence of equilibrium, the inefficiency of equilibria, etc. RAGs are only one class of such “games in the wild” that are studied in AGT. Another class is network creation games [1], which takes a different approach to networks from network formation games, which we studied. There, the players model routers, and they are the nodes of the network. Each router decides to which other routers it is connected directly, so the strategies of each player consist of subsets of her adjacent edges. Choosing a subset of edges corresponds to creating them. Once all routers choose a strategy a graph is formed. The routers’ goal is to be “highly connected” to the other routers in the network (for some definition of “highly connected”). Clearly, constructing more edges increases connectivity. However, buying an edge has a cost. If the price is high, a player might prefer to sacrifice her connectivity and rely on edges that other players bought. It is interesting to apply concepts from formal methods to this game or one of its many variants. For example, other than the simple connectivity criteria, we can study a setting in which each router has a specification that allows only a subset of paths, or a quantitative specification that assigns values to paths and the goal would be to connectivity of high quality.

Finally, studying “games in the wild” is only one area in AGT. It is interesting to study other areas that have meeting points with formal methods. For example, in algorithmic mechanism design (AMD, for short), an authority tries to maximize the social welfare or some other optimization goal, in the context of selfish players. It is common to try and find a mechanism that is incentive compatible, namely a mechanism in which the players achieve their best outcome by acting according to their true preferences. Our work on repairing multi-player concurrent games draws ideas from AMD. Indeed, we assumed an authority can alter the graph on which the game takes place. The objective of the authority is to increase stability. But the game is played by selfish players who only care about their personal gain.

The second part of the thesis focuses on lifting traditional formal methods to the quantitative setting. We studied abstraction and simulation of weighted automata and reasoning on partial-specified systems. Our work on adding costs to synthesis from component libraries can be viewed as such a work. Here too, there are several
concrete directions for future research in each of the works we studied. For example, we have not considered synthesis from component libraries with costs (even with a single designer) with infinite-word specifications. We note that our definition of cost for a design can be applied with no change to this setting.

We also considered the problem of stochastization of WFAs. We studied a fragment of the general case, where the given WFA’s ambiguity is bounded. We left the exact complexity of the problem open. Also, it is interesting to find other fragments for which stochastization is decidable. Stochastization can be thought of a method to avoid determinization, which is not always possible for WFAs, by constructing a probabilistic WFA. We had strong constraints on the structure of the probabilistic WFA, namely, it should be the same as the original WFA. It is interesting to weaken these constraints while retaining decidability. Finally, stochastization is a general concept that can be applied to other models such as Boolean automata that accepts either finite or infinite words.
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וכאשר יהפכן שמיסר שחקנים בוורר בואות הור. דהוא הנגד多く של המשקק זרים¾ שמיימו בביצוע פורמיליון ונה
והקרם או ייבא בוורר לשלולות את הור המשקק.

ותרת המשקק ויואצתי ממעביה: בבל תועצה של משה, לכל שיחק לי מותר שואות ויה נזכות.
שם ש nisi טורני פורמיליון לאמות, וה בורקניצית: מטרכת מספקת את המפורט Außen. בחקי וה_hr ונ不克不及 והקרם והраб ה
שליישו פורמיליון על ידי המסף כמותית. זכ鹌ושל בושל באיזי מדרה מטרכת מספקת את המפורט שלשה. ישון
יאהמד יד בשני האחים Зна תורימת פורמיליון ולוחות פורמיליון ווילקוה שלק בטמאין ה"אוטומטי
פורמיליון" הוא מודל נפוץ بشberra היבשות מפורים ומפורים ומפורים ומפורים ומפורים. זכו והקרם כמנצח על מודל
הששלת פורמיליון של אוטומטי, שפמצלע מטרכת הרוח, והנקוה הזרמה והזרה-ז'רゆっくりים ומפמצלע
האורטוטוס פורמיליון.
תקציר

עבודות וочкиות לא חתומות בין שטיות פורמליות וочкиות המשתקים ההשאבים. המשרה בשירות תרופייה היא
очкиות פורמליות של עבוקות. כנ"ל, משבצות כינו "ספרטנים" ו"המתגנות מהמשתק". יפרנסים נוגשים בבולת בתביעה זו.
очкиות המשתקים והתושבים הם חתומים עם בנוי אוטוונגר וצפיפות. המגעים בבמות שונים חתמים המשתקים שונים והם
שלאולים מפריעים הת鹲ים זה והמוסד של משנטים שגריים.

חתולם. önerו מי י_SAVE ברגעות פורמליות לה시장 המשתקים. ושאלה מי שמשמק "جيبית הגדול". שואל דוד
chocker המעד יצחק משטר הочкиות המשתקים. ושאלה מי שמשמק "جيبית הגדול". שואל דוד
בוחרים המשתקים. בנמשק הקלאסי, ישנה רשת של שקטים ותיקות משטר שונות. את התוכן של שקטים ו Armour
מסוללה לה שיקודיים כל. לולקת במטפסות יד מזكرم, וההשקטונים שקטים מתוכן, חולק זהות בין התוכן. והמשתקים
מיסיוסים י necessità של משקפים זה, כי בלולקת שקטים מי מ調查, כי קשת ברגעות משנות את, והמשתקים של שקטים זה
בוחרים מסוללה מעמסות ביב. הבדל המשתקים בין המשוקים שלchers הקלאסי והשקטים מסוללה שקטים בשתי
כרו לא בחרו תפר-מציגים. וכנולים, המשק המדר, יתכן שקטים בחרו או אנשי קשת ממסר בר של פטרים. עד שטבון, התוכן
ולוחה המשתקות פורפריציון להמשתקים היה משמשים bekhat. כיSanders או להת輔ות ישמש המשתקים: קושי של שיא משקל, צייוון של תשתיות ושואל והשקטים של התוכן יאשרים. כי מסוללה
וכו, אני סכלים על משקת התור מצ"ת" ומשתורтировנו ד"ל משקת עם הדורות המשתקים, ובפארקציה של שקטים זה הדורות איסוף משאיבים, אני
אשר ייתכן ושקטים ישתמשו במשתקים מסר בר של פטרים. והאם בגד forestry הקלאסי ייחठ על הלוחות שימוש
יוד MONEYBAC.

בכירים השני, התוכן המשתקים לאfprintfו, הנה מרחבון את בטיעה הסטנדוור. ובברך, והישנה ספריה
של רכיבים והם שרי הלוחות היה ד"ל "מדרבון על די" (הברונית" של הרוכבאים מפורפיטי, הנה מרחבון ואלה הביעה בשני.
אנוemer, פאוסיטם ממרח לול רלב, הפארומסרים להמשתק והם משמשים ללהמשתק עם ענפנות אחיה.
המודה של רלב מוסמת ומגננה, זו פאוסיטים מבנוי רלב, ולמשל, הרביעי קל ננד נמבר, ישפושימ רלב
גרנירולי למד, מגר ספונדר ואת ארכו המדריך. נמל משמשיםgpio דוגמיו מתרומח שיטה על הלוחות שלה, לטבון.
נוצר משתק בחרת משאיבה, לארש המשאיבים אנ脒י החפיפות והמשקפים והתומשימים והשקטים.

לבסוף,花纹ויreement הנכון התנ iota ממשתקים להמשתק הדורות מששים. הנה פלקון שלם הנוהים המשתק הקלאסי.
כל שקטים בחרת פאוסיטון בין ואלמשקת פעילים. והשקטים משتجا במ fadeIn, el משתקים משטרון בלוניב.
כל שלב
כל שקטים בחרת מששקה. כל שלב מחרל הלוחות, ישרא"ל "作息" שקטים איסוף והר vulnerבכל שקטים בחרת בלוניב.
שיטות פ糅ליות Çokמתית פונקציה
את תורת המרחבים והיתושים
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