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ABSTRACT

We extend the theory of input-output conformance with operators for merge and quotient. The former is useful when testing against multiple requirements or views. The latter can be used to generate tests for patches of an already tested system. Both operators can combine systems with different action alphabets, which is usually the case when constructing complex systems and specifications from parts, for instance different views as well as newly defined functionality of a previous version of the system.

Categories and Subject Descriptors
D.2.4 [Software/Program Verification]: Formal methods

Keywords
\texttt{ioco}; Model-based testing; Decomposition; Specification merging

1. INTRODUCTION

Development and verification of modern hardware and software systems faces numerous challenges due to their complexity. For safety-critical applications, regulation bodies impose rigorous standards that require convincingly showing the absence of behavioral faults. There is a wide selection of verification and validation (V&V) techniques to support demonstration of the designed system’s correctness. These techniques range from model checking to manual testing, but many of them suffer from a number of drawbacks. For instance, despite the tremendous progress in model checking research and practice over the past decades, scalability remains an issue for modern systems. In addition, model checking is typically used to check the correctness of an abstract model of the design, but usually does not address its actual implementation. At the other extreme, manual testing remains the preferred V&V method in industry. While manual testing provides a practical way to check the correctness of an implementation, it remains an informal, tedious, ad-hoc and error-prone activity with uncertain coverage. It is widely recognized that despite much progress, V&V remains the main bottleneck in the design of complex systems, and hence the need for new rigorous and systematic, but also pragmatic and scalable verification and testing techniques.

Model-based testing (MBT), also known as “black-box” testing, provides a promising compromise between formal verification and manual testing. Similarly to model checking, MBT uses an abstract model of the system-under-test (SUT). This model faithfully represents the core behavior of the system, while hiding some less significant implementation details. This abstract model is then used to automate the generation of test cases in a systematic way. In particular, the generated test suite is typically guaranteed to meet some coverage criteria, thus providing additional assurance about the quality of tests. The generated test cases are then executed on the actual SUT, checking its compliance to the abstract model. MBT techniques require a conformance relation between the abstract model and the SUT. For instance, the \texttt{ioco} conformance relation is at the core of the de-facto standard MBT theory for input/output labeled transition systems. Informally, we say that a physical implementation \texttt{i} \texttt{ioco}-conforms to its abstract model \texttt{s} if any test generated from \texttt{s} and executed on \texttt{i} leads to a response by \texttt{i} that is foreseen by \texttt{s}.

The specification and design of complex systems can benefit from a compositional flow that makes the testing activity more effective. Such a flow needs to be supported by operations that provide structure both to the specification and the system. The \texttt{merge} operation, illustrated in Figure 1 (a), enables natural structuring of specifications into conjunctions of requirements, where each requirement addresses a specific aspect that the system needs to satisfy. The \texttt{parallel composition}, illustrated in Figure 1 (b), allows one to structure a system as a network of interacting sub-systems. Finally, the \texttt{quotient}, depicted in Figure 1 (c), is an operation dual to the parallel composition, which formalizes the notion of design “patching” and enables the synthesis of an unknown sub-system specification from the specification of the overall system and of the other components. Given a specification \texttt{s} of the overall system and \texttt{c} of a subset of its components and their interactions, the quotient \texttt{s}/\texttt{c} defines the part of the
We construct their merge and show it is empty if and only if which completes the external interface of a partial model and we use parallel composition in order to define the quotient. Problems and minimizing the overall testing effort makes it consistent with the SUT's interface. The proposed theory with another operation, called alphabet equalization only to a subset of the SUT's alphabet. Hence, we equip the inputs and outputs, we allow partial specifications that refer the specification and the SUT must be defined over the same systems that when put in parallel composition with the specification of a sub-system \( s_i \), we construct their quotient.

### 2. DEFINITIONS AND PRELIMINARIES

#### 2.1 Related Work

Compositional aspects of systems have received considerable attention in the past decade, especially in the context of contract-based design. Interface automata [6, 7] provide support for independent implementability and stepwise refinement via decomposition of systems into sub-systems with parallel composition. There are no known merge, quotient, and alphabet equalization operations for interface automata. The merge operation, also called shared refinement, was introduced in [8] to synchronous interfaces, and its properties were used to develop an incremental test generation procedure in [1]. Assume/Guarantee Contracts [4] provide support for parallel composition, merge, and alphabet equalization, but there is no known quotient operation. In the context of modal transition systems [10] and modal interfaces [13], parallel composition, merge, and alphabet equalization were studied in [2, 13, 14], while quotient was proposed in [12].

In the context of \( \text{ioco} \)-testing theory, parallel composition was first studied in [16], where the input-enabledness of specifications was required to preserve compositional properties. This work was extended in [5], where the input-enabledness requirement was dropped by introducing a composition with pruning. The quotient operation in the \( \text{ioco} \)-testing theory was proposed in [11]. In contrast to this paper, the proposed solution is incomplete and may not find the quotient even when it exists. In addition, the authors only consider the parallel composition operation in which synchronization actions are automatically hidden. We provide more flexibility by separating parallel composition from hiding. Finally, there is an assumption in [11] that the output alphabet of the known component specification not shared with the alphabet of the overall system specification must be used for the synchronization with the quotient. In contrast, we provide more flexibility by allowing specifying beforehand the input alphabet of the quotient, thus allowing more control over synchronization between the quotient and the known component. We are not aware of any work on merge and alphabet equalization in the context of \( \text{ioco} \)-testing.

#### 2.2 Extending the \( \text{ioco} \)-theory with a notion of alphabet equalization

This paper focuses on merge, quotient, and alphabet equalization, and complements the results of [5, 16] on parallel composition. We summarize our main contributions:

1. A definition of and an algorithm to construct the **merge** for the \( \text{ioco} \) theory, allowing us to check the consistency of views as well as to construct complete models from partial models.

2. The first complete algorithm for computing the **quotient** for the \( \text{ioco} \) theory, allowing us to generate tests for patches of an already tested system.

3. Extending the \( \text{ioco} \)-theory with a notion of **alphabet equalization**, which enables true partial modeling of requirements. Consequently, we can compute merges and quotients of systems with different action alphabets, which is the case with different views as well as when defining new functionality of a previous version of the system.

#### 2.3 Example

In this section, we present the standard notions of the \( \text{ioco} \) theory. First, the implementation under test as well as the specification are reactive systems of the same kind. For algorithmic reasons, all sets are considered finite.
Definition 1. An input-output labeled transition system (IOLTS) is a tuple \((Q, I, O, T, s)\) where \(Q\) is a set of states, \(I\) is a set of input labels, \(O\) is a set of output labels, \(T \subseteq Q \times (I \cup O \cup \{\tau\}) \times Q\) is the transition relation with the silent action \(\tau \not\in I \cup O\), and \(s \in Q\) is the initial state.

An IOLTS is an input-output transition system (IOTS) if each state is input enabled, i.e. \(\forall q \in Q \forall i : q \xrightarrow{i}.\) (See notation in Fig. 2.)

We often abuse the notation and identify IOLTS with their initial states. While specifications can be any IOLTS, not describing behavior under certain inputs, implementations are assumed to be IOTS, being able to deal with any input. Input actions are marked in drawings with “?” and output actions with “!”. The silent action \(\tau\) is not visible to the observer. Unless specified otherwise, we require that IOLTS are strongly-convergent, i.e. they do not have infinite sequences of \(\tau\) transitions.

\[
q \xrightarrow{\lambda} q' \quad \equiv \quad (q, \lambda, q') \in T
\]
\[
q \xrightarrow{\lambda} \quad \equiv \quad \exists q' : q \xrightarrow{\lambda} q'
\]
\[
q \xrightarrow{\Rightarrow} \quad \equiv \quad q = q' \text{ or } q \xrightarrow{\tau} q'
\]
\[
q \xrightarrow{\Rightarrow} q' \quad \equiv \quad \exists q_1, q_2 : q \xrightarrow{\tau} q_1 \xrightarrow{\tau} q_2 \xrightarrow{\Rightarrow} q'
\]
\[
q \xrightarrow{\alpha_1 \cdots \alpha_n} q' \quad \equiv \quad \exists q_0, \ldots, q_n : q = q_0 \xrightarrow{\alpha_1} q_1 \xrightarrow{\alpha_2} \cdots \xrightarrow{\alpha_n} q_n = q'
\]
\[
q \xrightarrow{\alpha_1 \cdots \alpha_n} \quad \equiv \quad \not\exists q' : q \xrightarrow{\alpha_1 \cdots \alpha_n} q'
\]

Figure 2: Notation for transitions in IOLTS. Here \(\lambda\) ranges over \(I \cup O \cup \{\tau\}\), \(\ell\) over \(I \cup O\) and \(\alpha's\) over \(I \cup O \cup \{\delta\}\).

The lack of outputs and silent transitions in a state is observable as special action \(\delta\), called quiescence. A state \(q\) is quiescent, denoted by \(\delta(q)\), if \(\forall x \in O \cup \{\tau\} : q \xrightarrow{x}.\) This gives rise to the suspension traces of \(s\):

\[
S\text{Traces}(s) = \{\{s\} \in (I \cup O \cup \{\delta\})^* : s \xrightarrow{\delta}\}
\]

Figure 3: Illustration of Example 1.

The input-output conformance relation \(i\text{o\co}\) is defined between an input-enabled implementation \(i\) and a specification \(s\) over the same alphabet of inputs and outputs. Intuitively, \(i\text{o\co}\)-conforms to \(s\), written \(i\text{o\co}\ s\), if after every suspension trace of \(s\), the output actions of \(i\) are foreseen by \(s\).

Definition 2. Given IOTS \(i\) and IOLTS \(s\), we say that \(i\text{o\co}\ s\) if

\[
\forall \sigma \in S\text{Traces}(s) : \text{out}(i \text{ after } \sigma) \subseteq \text{out}(s \text{ after } \sigma).
\]

\[
\text{where}
\]

- for \(q \in Q\), \(\sigma \in (I \cup O \cup \{\delta\})^*\): \(q\after\sigma = \{q' \mid q \xrightarrow{\sigma} q'\}\),
- for \(S \subseteq Q\): \(\text{out}(S) = \bigcup_{q \in S} \{x \in O \mid q \xrightarrow{x}\} \cup \{\delta \mid \delta(q)\}\).

Example 1. The IOLTS in Figure 3a shows a specification \(s\) of a vending machine that accepts a coin (\(\text{coin}\)) and then makes an internal choice between preparing two types of beverages (\(\text{coffee}\) or \(\text{tea}\)). Note that state \(s_1\) is quiescent, but the transition \(s_1 \xrightarrow{\delta} s_2\) is possible. Figure 3b shows an IOTS \(i\) that is a possible implementation of \(s\). The component \(i\) has less functionality than \(s\), since it may only prepare tea. It is easy to check that \(i \text{o\co}\ s\).

An IOLTS \(p\) is called deterministic, if for every suspension trace \(\sigma\) the set \(\text{after } \sigma\) is a singleton. In particular, there are no silent actions in deterministic IOLTS. We often transform an IOLTS to a deterministic form where, moreover, quiescence is explicit. Consequently, the result of the transformation is non-blocking, i.e. for each state \(q\) we have \(q \xrightarrow{\delta} \) for some \(x \in O \cup \{\delta\}\).

Definition 3. A suspension automaton (SA) is a deterministic non-blocking IOLTS with output labels containing \(\delta\). Given an IOLTS \((Q, I, O, T, s)\), the suspension automaton of \(s\) is the suspension automaton \((2^Q \setminus \emptyset, I, O \cup \{\delta\}, \Gamma(T), \Gamma(s)\)\), where \(\Gamma(s) = (s' \in Q \mid s \xrightarrow{\delta} s')\) and transitions are given by

\[
r \xrightarrow{\delta} \{q' \in Q \mid \exists q \in r : q \xrightarrow{\delta} q'\} \quad \text{for } a \in I \cup O
\]

Figure 3c show the suspension automaton \(\Gamma(s)\) of the IOLTS \(s\) of Figure 3a.

The following lemma shows that the transformation of any IOLTS to a suspension automata preserves the behavior as well as \(i\text{o\co}\)-conformance.

Lemma 1. For every IOTS \(i\) and IOLTS \(s\)

- \(S\text{Traces}(s) = S\text{Traces}(\Gamma(s)) = \text{Traces}(\Gamma(s))\)
- \(i\text{o\co}\ s \iff i\text{o\co}\ \Gamma(s)\)

2.1 Demonic completion

The merge and quotient operations described in the following sections are defined for suspension automata that are input-enabled. Every suspension automaton can be made input-enabled by demonic completion, i.e. adding missing input transitions to a “universal system” of two states \(\{u, \bar{u}\}\) (shown in Figure 4) that accepts every legal behavior [16].

Formally, given a SA \((Q, I, O \cup \{\delta\}, T, s)\), the demonic completion of \(s\) is the input-enabled SA \((Q \cup \{u, \bar{u}\}, I, O \cup \{\delta\}, T', \Xi(s)\)\), where \(T' = T \cup (u \xrightarrow{\ell} u \mid \ell \in I \cup O) \cup (\bar{u} \xrightarrow{\ell} \bar{u} \mid \ell \in I)\cup (u \xrightarrow{\ell} \bar{u}, \bar{u} \xrightarrow{\ell} u)\cup (q \xrightarrow{\ell} u \mid q \in Q, \ell \in I, q \xrightarrow{\ell})\).

Demonic completion preserves \(i\text{o\co}\)-conformance, i.e. for every SA \(s\) and IOTS \(i\), we have that

\[
i\text{o\co}\ s \iff i\text{o\co}\ \Xi(s).
\]

The universal system might also appear in the result of merge or quotient. Checking \(i\text{o\co}\)-conformance against the
universal state is vacuous, thus we prefer to remove the universal state as a post-processing step after these operations. We use the following algorithm on an suspension automata \((Q, I, O \cup \{\delta\}, T, s)\) to remove spurious transitions to \(u\): (1) traverse all states to check if \(s\) contains the universal system \(\{u, \bar{u}\}\); (2) if \(u, \bar{u}\) exist in \(s\), then remove from \(T\) all input transitions leading to \(u\); and (3) remove \(u, \bar{u}\) if they are unreachable from \(s\).

Given \(SA_s\), let \(SA_q\) be the result of applying the algorithm above to \(s\). Then we have for every IOLTS \(i\) that

\[ i_{\text{ioco}} s \iff i_{\text{ioco}} q. \]

2.2 Validity

In the following section, we provide constructions for the operations of merging and quotienting specifications. The operations will be defined on suspension automata that are "valid," meaning they represent some real IOLTS specifica-

tions. However, the results of the operations are suspension automata that might not be valid. In order to fix this, we introduce a construction that transforms a possibly invalid suspension automaton to a valid one while preserving the set of its implementations, i.e. IOLTS that \(i_{\text{ioco}}\)-conform to it.

As discussed in [17], several requirements must hold to ensure validity of the suspension automaton \((Q, I, O \cup \{\delta\}, T, s)\). Here we present a slightly different, but equivalent formulation of these conditions:

- **non-blocking** \(\forall q \in Q \exists x \in O \cup \{\delta\} : q \xrightarrow{x} \)
- **anomaly freedom** \(\forall q \xrightarrow{\delta} q' \forall x \in O : q' \xrightarrow{x} \)
- **quiescence observation** \(\forall q \xrightarrow{\delta} q' \xrightarrow{\delta} q'' : \text{Traces}(q) \supseteq \text{Traces}(q') = \text{Traces}(q'')\).

The non-blocking condition requires that every state without outputs must have a quiescent transition; however a state can have a quiescent transition even in the presence of outputs. Note that we require non-blocking for all suspension automata by definition. Anomaly freedom requires that a quiescent transition must lead to a state without any outputs. Finally, quiescence observation requires that only the first observation of quiescence may provide information about the current state, namely that there are no outputs. Further observation of quiescence do not yield any additional information (system cannot produce more outputs if it could not before and nothing was observed since then).

A suspension automaton satisfying all these conditions is called valid. For any IOLTS \(s\), the suspension automaton \(\Gamma(s)\) of \(s\) is valid. Further, whenever a suspension automaton \(s\) is valid, there is an (effectively constructible [17]) IOLTS \(\bar{s}\) such that \(s\) and \(\Gamma(s)\) have the same set of implementations, i.e. for all IOLTS \(i\) : \(i_{\text{ioco}} s \iff i_{\text{ioco}} \Gamma(s)\).

3. OPERATIONS

In this section, we define merging and quotient on valid input-enabled SA and provide algorithms to compute them. In general, these operators require post-processing in order to ensure validity of the result. After merging, it is sufficient to perform pruning, which removes states arising from inconsistent requirements in different views. For quotient we provide an operator valid that satisfies for all (possibly invalid) suspension automata \(s\) that valid\((s)\) is a valid suspension automaton with the same set of implementations as \(s\). Formally, valid\((s)\) satisfies the following axiom: for every IOLTS \(i\)

\[ \text{valid}(s) \text{ is valid and } (i_{\text{ioco}} s \iff i_{\text{ioco}} \text{valid}(s)). \]  

If \(s\) does not have any implementations, then valid\((s)\) is the empty suspension automaton. Therefore, for any (possibly invalid) suspension automaton that has implementations we can construct a corresponding IOLTS specification. As a result, we ensure we can generate tests from the results of the operations in the standard way [15].

The validization procedure consists of sequence of several steps that also include pruning, see Fig. 5. Interestingly, these extra steps make use of the newly defined merge operation.

![Figure 5: Flowchart for merge and quotient.](image)

Although both merge and quotient are operations on IOLTS, they are defined in terms of operations on states of these IOLTS. Therefore, instead of writing e.g. \(S_1 \wedge S_2\) for the merge of systems \(S_1, S_2\), we write \(s_1 \wedge s_2\) where \(s_1, s_2\) are their initial states, respectively.

3.1 Merge (Conjunction)

We provide the operator of merge (conjunction) valid suspension automata \(s_1, \ldots, s_n\) producing a suspension automaton \(\bigwedge_{k=1}^n s_k\) followed by pruning. The desired property of the merge operator is formalized as the following axiom: for every IOLTS \(i\)

\[ i_{\text{ioco}} \bigwedge_{k=1}^n s_k \iff \forall k \in \{1, \ldots, n\} : i_{\text{ioco}} s_k. \]  

(M)

In other words, the set of implementations of the conjunction is the intersection of the respective implementation sets. The inspiration for the merge algorithm comes from the merge and common implementation algorithms for modal transition systems [3, 9]. Here we deal with systems over the same input and output labels, for different alphabets, see Section 3.3.

For suspension automata \((Q_k, I, O \cup \{\delta\}, T_k, s_k), k = 1, \ldots, n\), we define the suspension automaton \((Q, I, O \cup \{\delta\}, T, \bigwedge_{k=1}^n s_k)\) as follows:

- states are given by the Cartesian product: \(Q = \prod_{k=1}^n Q_k\),
- the initial state is \(\bigwedge_{k=1}^n s_k = (s_1, \ldots, s_n)\),
- for each \(x \in I \cup O \cup \{\delta\}\) there is a transition \((q_1, \ldots, q_n) \xrightarrow{x} (q'_1, \ldots, q'_n)\) whenever \(q_k \xrightarrow{x} q'_k\) for all \(k = 1, \ldots, n\).

This construction may give us an invalid automaton, as illustrated in the following example.

**Example 2.** We demonstrate the merge operator on two views of a task dispatcher module. The functional view in Figure 6a allows the dispatcher to send a task on a regular channel \((\text{snd})\) or on a critical channel \((\text{snd}_{\text{crit}})\). Once a task has been sent, the dispatcher can keep sending tasks
To obtain a valid result, blocking states, such as \((1, C)\) views before pruning. The state \((1, C)\) must be pruned as well until this procedure stabilizes.

That the state \((2, C)\) is also invalid, since input \(\text{ack}\)? leads it to a blocking state. The final merged specification after pruning is shown in Figure 7b.

**Pruning**

To obtain a valid result, blocking states, such as \((1, C)\) of the previous example, need to be pruned. Moreover, pruning these states away may result in new blocking states, which must be pruned as well until this procedure stabilizes.

Formally, a state \(q \in Q\) is invalid if

- \(q\) is blocking, i.e. there is no \(x \in O \cup \{\delta\}\) with \(q \xrightarrow{\delta}\),
- \(q \xrightarrow{\alpha} q'\) where \(\alpha \in I\) and \(q'\) is invalid,
- for all \(x \in O \cup \{\delta\}\): \(q \xrightarrow{\delta}\) where \(q'\) is invalid.

The pruning thus proceeds as follows:

1. Identify all blocking states and add them to the set \(\mathcal{P}\).
2. Find all states with an input transition to \(\mathcal{P}\) and add them to \(\mathcal{P}\).
3. Find all states such that all their output and \(\delta\) transitions go to \(\mathcal{P}\) and add them to \(\mathcal{P}\).
4. Repeat steps 2 and 3 until no more states found.

5. Set \(Q' = Q \setminus \mathcal{P}\). Leave the transitions induced by \(Q'\).

The merge operator is given by the \(\land\)-construction followed by pruning.

**Theorem 1.** Let \((s_k)_k\) be a finite sequence of valid suspension automata. The merge operator satisfies the axiom (M). In particular, the initial state \(\bigcap_{k=1}^n s_k\) is pruned if and only if there is no IOTS \(i\) with \(i \circ ioco s_k\) for all \(s_k\).

### 3.2 Parallel Composition & Quotient

**Parallel Composition**

The compositional architecture of both implementations and specifications is achieved by the use of the parallel composition operator \(\parallel\). We first recall this standard operator. Two IOLTS are said to be *composable* if they have no common input or output actions. The only shared actions thus belong to the set of input actions of one IOLTS and to the set of output actions of the other. Such actions are combined in the parallel composition in a synchronizing manner. It is usual to define the parallel composition without implicit hiding, i.e. the synchronization actions remain visible. The hiding of these actions can be then done explicitly, which allows to describe a variety of architectural choices. We postpone the operation of hiding to the next section.

**Definition 4.** Let \((Q_1, I_1, O_1, T_1, s_1)\) and \((Q_2, I_2, O_2, T_2, s_2)\) be two IOLTS such that \(I_1 \cap I_2 = O_1 \cap O_2 = \emptyset\). Their parallel composition is the IOLTS \((Q, I, O, T, s, s/c)\) where \(Q = Q_1 \times Q_2, I = I_1 \cup I_2, O = O_1 \cup O_2, I = I_1 \cup I_2 \setminus O, s_1 \parallel s_2 = (s_1, s_2)\) and the transition relation is defined as follows:

- if \(q_1 \xrightarrow{\alpha} q_1'\) for \(\alpha \notin (I_2 \cup O_2)\) then \((q_1, q_2) \xrightarrow{\alpha} (q_1', q_2'\),
- if \(q_2 \xrightarrow{\alpha} q_2'\) for \(\alpha \notin (I_1 \cup O_1)\) then \((q_1, q_2) \xrightarrow{\alpha} (q_1', q_2'\),
- if \(q_1 \xrightarrow{\tau} q_1'\), \(q_2 \xrightarrow{\tau} q_2'\) for \(\tau \notin \tau\) then \((q_1, q_2) \xrightarrow{\tau} (q_1', q_2'\).

For input-enabled specifications, the parallel composition satisfies the so-called independent implementability criterion [16].

Let \(s_1, s_2\) be composable input-enabled suspension automata. For every IOTS \(i_1, i_2\)

\[
i_1 \circ ioco \ s_1, \ i_2 \circ ioco \ s_2 \implies i_1 \parallel i_2 \circ ioco \ s_1 \parallel s_2. \quad \text{(PC)}
\]

Observe that the other implication does not hold and the composition is thus semantically incomplete, as opposed to our merge and quotient.

**Quotient**

We provide the operator of *quotient*, which is dual to parallel composition. Given valid suspension automata \(s, c\) specifying the whole system and the known component, respectively, the *quotient of s by c* is the construction \(s/c\) followed by validation. Intuitively, it is the most general specification describing all components that when put in parallel with the known component \(c\) satisfy the specification \(s\). It can thus be seen as a kind of specification decomposition. Formally, the quotient axiom is the following: for every IOTS \(i\)

\[
i \circ ioco \ s/c \iff \forall j \circ ioco \ c : i \parallel j \circ ioco \ s. \quad \text{(Q)}
\]

The constraint of input-enabled specifications can be dropped when a parallel composition with pruning inspired by interface automata is used [5].
Consequently, the quotient does not exist if and only if there is no $i$ satisfying the right hand-side.

Clearly, there are more solutions to the equation depending on the input alphabet of the quotient $I_{s/c}$. In order to obtain a unique solution, our quotient operator is parameterized by $I_{s/c}$. Let $(Q_s, I_s, O_s \cup \{\delta\}, T_s, s)$ and $(Q_c, I_c, O_c \cup \{\delta\}, T_c, c)$ be suspension automata and let $I_{s/c}$ be an alphabet. We assume that the following is satisfied: $I_{s/c} \cap I_c = \emptyset$, $I_{s/c} \cap O_c \subseteq I_s$, $O_s \subseteq O_c$, $I_s \cap O_c = \emptyset$, $I_s \subseteq I_c \cup I_{s/c}$. We first set $O_{s/c} = O_c \setminus O_s$ to be the output alphabet of the quotient. The quotient is the suspension automaton $(Q, I_{s/c}, O_{s/c} \cup \{\delta\}, T, s/c)$, defined as follows:

- The set of states is $Q = 2^{Q_s \times Q_c}$. We also define the following auxiliary sets for each $q \in Q$:
  - $\text{next}_a(q) = \{(t', d') | \exists (t, d) \in q : t \xrightarrow{a} t' \text{ and if } a \in I_c \cup O_c \cup \{\delta\} \text{ then } d \xrightarrow{a} d' \text{ else } d' = d\}$.
  - Asynchronous closure $\text{cl}(q) = \{(t', d') | \exists (t, d) \in q : \exists \sigma \in (I_c \cup O_c) \setminus (I_{s/c} \cup O_{s/c}) : t \xrightarrow{\sigma} t' \text{ and } d \xrightarrow{\sigma} d'\}$.

- The initial state is $s/c = \text{cl}(\{(s, c)\})$.

- The transition relation $T$ is defined for consistent states only:
  - for $a \in I_{s/c}$: $q \xrightarrow{a} \text{cl}(\text{next}_a(q))$.
  - for $a \in O_{s/c}$: if $\forall (t, d) \in q : t \xrightarrow{a}$ then $q \xrightarrow{a} \text{cl}(\text{next}_a(q))$.
  - for $\delta$: if $\forall (t, d) \in q : (t \xrightarrow{\delta} \text{ or } d \xrightarrow{\delta})$ then $q \xrightarrow{\delta} \text{cl}(\text{next}_a(q))$.

There are no transitions for the inconsistent states.

Note that all states of the quotient reachable from the initial state are closed, i.e. $q = \text{cl}(q)$. Intuitively, the closure collects all additional requirements arising from the (uncontrollable) asynchronous moves of the known component.

**Example 3.** We illustrate the quotient operator on the alternating-bit protocol shown in Figure 8a, where $O_{\text{alt}} = \{\text{out}, \text{bit0}, \text{bit1}, \text{ack0}, \text{ack1}\}$, $I_{\text{alt}} = \{\text{msg}\}$. This protocol is realized by a transmitter and receiver modules, which exchange messages with a correction bit initially set to 0. The transmitter waits for an input message msg? and sends it to the receiver with a control bit (action bit0!). The receiver delivers the message out! and confirms to the transmitter by action ack0!. In the next round, the control bit is flipped and the protocol restarts.

Suppose we have already tested the transmitter against the specification ct. In Figure 8a, where $O_{\text{ct}} = \{\text{bit0}, \text{bit1}\}$, $I_{\text{ct}} = \{\text{msg}, \text{ack0}, \text{ack1}\}$. The specification ct behaves like required by the protocol, but it has the additional feature that when it receives an out-of-order acknowledgment, it resends the bit notification. To obtain the specification of the receiver, we compute the quotient of $s_{\text{alt}}$ by ct over the alphabet $I_{\text{alt}}/ct = \{\text{bit0}, \text{bit1}\}$. The resulting specification is shown in Figure 8c; for clarity we omitted the universal states.

Observe that the construction may create a suspension automaton that is not necessarily valid. To obtain a valid suspension automaton we use the pruning operation presented in the previous section and several other operations announced in Fig. 5 and defined below. If the initial state $s/c$ is removed in the pruning phase, we say that the quotient $s/c$ does not exist.

**Validation**

We now show the procedure valid that converts any (generally invalid) suspension automaton $(Q, I, O \cup \{\delta\}, T, s)$ to one that is valid. This post-processing step yields the complete quotient operation. The algorithm proceeds in several phases:

- **Pruning**: In order to ensure the non-blocking property, we remove the blocking states, which may have been generated, similarly to the merging operation by applying the pruning procedure.

- **$\delta$-contraction**: In order to ensure the quiescence-observation property, we apply the merge operation on the states of the single suspension automaton as follows.

  - For $q \in Q$, let $\Delta(q) = \{q' | q \xrightarrow{\delta} q'\}$ denote all the $\delta$-reachable states. We replace every transition $q \xrightarrow{\delta} q'$ by $q \xrightarrow{\delta} \bigwedge_{q' \in \Delta(q)} q'$ with a $\delta$-self-loop on the latter state.

  - Since the conjunction contains also $q$, it can only have less traces than $q$. Further $\delta$-transitions do not change the state and thus preserve all the traces; thus the property is satisfied. Further, by the definition of ioco, for a quiescent $i$ if $i \xrightarrow{\text{ioco}} q$ then also $i \xrightarrow{\text{ioco}} q'$ for each $q' \in \Delta(q)$, whence the preservation of implementations.

- **Removing outputs after quiescence**: In order to ensure the anomaly-freedom property, we need to prohibit outputs right after a quiescent transition was taken. Formally, we make a merge of $s$ with the "universal system" described in Section 2.1. Intuitively, this duplicates the state space remembering whether the previous transition was quiescent or not, and thus prohibiting outputs or not, respectively.

- **Pruning**: Since the previous two merging phases may again create blocking states, we perform the pruning again.

![Figure 8: The alternating-bit protocol.](image)
As no other properties are violated by merging and none is violated by pruning, the final result satisfies all three properties and is a valid suspension automaton.

**Theorem 2.** Let \( s \) be a (possibly invalid) suspension automaton. Then \( \text{valid}(s) \) satisfies the axiom (V).

The quotient operator is given by the /-construction followed by application of valid.

**Theorem 3.** Let \( s \), \( c \) be valid suspension automata. The quotient operator satisfies the axiom (Q). In particular, the initial state is pruned if and only if there is no IOTS \( i \) such that \( i \parallel j \text{ioco} s \) for all \( j \text{ioco} c \).

While the merge in the third phase at most duplicates the state space, the merge of the second phase may in general cause an exponential blowup in connection with \( \delta \) transitions. Fortunately, this is not the case when used as the quotient post-processing. During the quotient post-processing, instead of conjunction we can consider taking union and set \( q \rightarrow q \cup \bigcup_{q' \in A(q)} q' \). Indeed, in the quotient construction, each new state is a set of original states and implicitly represents their merge.

**Lemma 2.** Let \( q,q' \) (and thus also \( q \cup q' \)) be states of a quotient such that \( q \land q' \) exists. Then for all IOTS \( i \)
\[
i \text{ioco} q \land q' \iff i \text{ioco} q \cup q'.
\]
As a result, only singly exponential blow-up can be caused by the quotient operation.

### 3.3 Unhiding / Alphabet Equalization

In this section, we present the dual to hiding, the \text{unhide} operator. The purpose of this operator is to perform alphabet equalization, e.g. to change a partial specification view into a full specification. This becomes useful when combined with our previous operations: combining alphabet equalization with the merge operator allows us to merge partial specifications with different alphabets, while combining it with the quotient operator provides us with the decomposition in various architectural patterns.

It is common to only allow hiding output actions; however, we also permit hiding input actions in order to handle more general settings. Note that we treat input actions differently than outputs. While output actions are renamed into silent \( \tau \) actions, input actions are simply removed.

**Definition 5.** Let \((Q, I, O, T, s)\) be an IOLTS and let \( I_H \subseteq I, O_H \subseteq O \) be sets of actions to be hidden. The IOLTS \text{hide} \((I_H, O_H)\) in \( s \) is \((Q, I \setminus I_H, O \setminus O_H, T', s)\) with transitions defined as follows:
- whenever \( a \in (I \cup O \cup \{\tau\}) \setminus (I_H \cup O_H) \) and \( s \xrightarrow{a} s' \) then \text{hide} \((I_H, O_H)\) in \( s \xrightarrow{\hat{a}} \text{hide} \((I_H, O_H)\) in \( s' \), and
- whenever \( a \in O_H \) and \( s \xrightarrow{a} s' \) then \text{hide} \((I_H, O_H)\) in \( s \xrightarrow{a} \text{hide} \((I_H, O_H)\) in \( s' \).

We sometimes omit the set of input actions if it is empty, thus writing \text{hide}_{\emptyset}(I_H, O_H) in \( s \) instead of \text{hide}(\emptyset, O_H) in \( s \). This notation agrees with the standard \text{hide} operator as has been used in [16].

Ideally, the dual to hiding, the \text{unhide} operator would satisfy the following axiom: for all IOLTS \( i \)
\[
\text{hide}(I_H, O_H) \text{in} \ i \text{ioco} s \iff i \text{ioco} \text{unhide}(I_H, O_H) \text{in} s
\]
However, this is not possible in general. The problem lies in the fact that the implementation \( i \) may contain loops labeled with actions of \( O_H \). After hiding, these loops introduce divergence, which means that the left-hand side of the equivalence is not well defined. We thus restrict ourselves to implementations that do not contain such loops; we call these implementations hidden-output convergent.

**Definition 6.** Let \((Q, I, O, T, s)\) be an IOLTS and let \( I_H, O_H \) be disjoint sets of actions with \((I_H \cup O_H) \cap (I \cup O) = \emptyset\). The IOLTS \text{unhide} \((I_H, O_H)\) in \( s \) is defined as \((Q, I \setminus I_H, O \cup O_H, T', s)\) where \( T' = T \cup \{(q, a, q) \mid q \in Q, a \in O_H\}\).

Note that we have not explicitly defined any transitions for actions from \( I_H \). Such actions (implicitly leading into the universal state) are going to be added once the IOLTS is changed into an input-enabled suspension automaton.

**Theorem 4.** Let \((Q, I, O, T, s)\) be an IOLTS, \( I_H, O_H \) as in Definition 6. Then for all hidden-output convergent IOTS \( i \) the following holds:
\[
\text{hide}(I_H, O_H) \text{in} \ i \text{ioco} s \iff i \text{ioco} \text{unhide}(I_H, O_H) \text{in} s
\]

The \text{unhide} operator allows us to extend the merge operator to systems with different alphabets, e.g. partial specifications. Let \( s_1, \ldots, s_n \) be IOLTS (or their suspension automata) over input and output alphabets \( I_k, O_k \), respectively, for each \( k = 1, \ldots, n \). Further, let \( I \) and \( O \) be input and output alphabets that subsume all \( I_k \) and all \( O_k \), respectively, and such that \( I \cap O = \emptyset \). Then the merge \( \bigcup_{k=1}^n s_k \) over alphabets \( I, O \) is defined as the construction
\[
\bigcup_{k=1}^n \text{unhide}(I \setminus I_k, O \setminus O_k) \text{in} s_k
\]
followed by pruning. As a corollary of Theorem 4, we thus obtain the main contribution of this section.

**Corollary 1.** The merge operator over \( I, O \) satisfies the axiom (M) for all IOTS \( i \) that are hidden-output convergent with respect to all \( O \setminus O_k \).

Figure 9: Example of merge with alphabet equalization.
Example 4. Figure 9a shows the functional view $s_{\text{fun}}$ from Figure 6a extended by new actions $\text{wait}$ and $\text{restart}$?, and without $\delta$-actions. The action $\text{wait}$ allows the dispatcher to become idle in state 2 and $\text{restart}$? resets the dispatcher from state 3 to the initial state. To equalize the alphabets, we unhide the safety view $s_{\text{saf}}$ with the actions $\text{restart}$?, $\text{wait}$! as shown in Figure 9b; here the universal states are explicit. Finally, we merge the two views to obtain the specification in Figure 9c.

Similarly, we can consider parallel composition with the subsequent hiding and obtain the respective quotient operator, where $\text{unhide}$ is applied on the specification of the whole system. In the following corollary we use the notation $\text{hoc}_{\Omega_H}(i \parallel j)$ to denote that $i \parallel j$ is hidden-output convergent with respect to $\Omega_H$.

Corollary 2. Let $s$, $c$ be specifications, $I_{s/c}$ be an input alphabet for the quotient, $I_H$ and $\Omega_H$ be hiding alphabets. Then for all implementations $i$ we have

\[
ioco(\text{unhide}(I_H, \Omega_H) \in s)/c \iff \forall j \text{ioco } c : (\text{hoc}_{\Omega_H}(i \parallel j) \Rightarrow \text{hide}(I_H, \Omega_H) \in (i \parallel j) \text{ioco } s).
\]

4. CONCLUSION AND FUTURE WORK

We proposed two operations coming from interface theories, merge and quotient, for exploiting structural properties of systems in ioco-based testing. Together with parallel composition, these operations enable minimizing the testing effort by: (1) facilitating multiple view modeling that follows the common structure of requirements documents; and (2) formalizing the notion of design patches. The operations are complete with respect to the standard semantics (M), (Q), in contrast to incompleteness of parallel composition (PC). We ensured generality of the operations by allowing variable alphabets and flexible management of synchronization actions. Finally, the validation procedure is of independent interest in other settings [17].

We plan to investigate deeper the interplay between parallel composition, merging, and quotient in order to develop a methodology that further optimizes black-box testing of complex systems. We will also study the models with $\tau$-divergent loops that are forbidden by the classical ioco-testing theory. We believe that such restriction is unnecessarily strong and not practical since such models may easily result from hiding of synchronization actions. Hence, we will study this problem and propose alternative solutions for handling models with $\tau$-divergent loops.
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APPENDIX

To make some of the reasoning in the proofs easier, we first describe the notion of coalgebraic ioco. The coinductive ioco was defined in [11] where it is also shown that it coincides with standard ioco when the right-hand side specification is deterministic. Here, we present a slightly modified version. Instead of deterministic IOLTS on the right-hand side, we consider possibly blocking suspension automata, i.e. suspension automata that might contain blocking states.
Definition 7. Given an IOTS $(Q_s, I, O, T_s, i)$ and a possibly blocking suspension automaton $(Q_s, I, O \cup \{\delta\}, T_s, s_0)$, a binary relation $R \subseteq Q_s \times Q_s$ is called a coinductive ioco from $i$ to $s$ when $(i, s) \in R$ and for every $(j, r) \in R$ it holds that:

1. (Input simulation) if $r \xrightarrow{\epsilon} r'$ for $a \in I$, then for all $j' \in j$ after $a$ we have $(j', r') \in R$.
2. (Output simulation) if $j \xrightarrow{a} j'$ for $a \in O \cup \{\delta\}$, then $r \xrightarrow{a} r'$ and for all $j' \in j$ after $a$ we have $(j', r') \in R$.

We write $i \lesssim s$, when there exists a coinductive ioco relation from $i$ to $s$.

Note that we use $\xrightarrow{a}$ in the output simulation part, which means that we only consider the explicit $\delta$ transitions of the possibly blocking suspension automaton.

If the possibly blocking suspension automaton has no blocking states, i.e. it is a suspension automaton according to Definition 3, the above definition is equivalent to that of [11] and the following lemma holds:

Lemma 3. Let $i$ be a state of an IOTS and $s$ be a state of a suspension automaton. Then $i \xoco s$ if and only if $i \lesssim s$.

Correctness of Pruning

We first show that by pruning the possibly blocking suspension automaton, we get a suspension automaton that has the same implementations with respect to $\lesssim$.

Lemma 4. Let $s$ be a state of a possibly blocking suspension automaton. If $s$ is an invalid state then there is no coinductive ioco relation containing $(i, s)$ for any state $i$ of an IOTS.

Proof. Let $R$ be a coinductive ioco relation. The proof goes by induction. If $s$ is a blocking state then any pair $(i, s) \in R$ would certainly violate the output simulation condition. If $s \xrightarrow{a} s'$ where $s'$ is an invalid state, then any pair $(i, s) \in R$ would require that for all $s'' \in i$ after $a'$, $(i', s'') \in R$. Note that $i'$ after $a'$ is nonempty, as $i$ is an IOTS state. However, by induction, $(i', s'')$ may not be in $R$ as $s''$ is an invalid state. The remaining case is that all output and $\delta$ transitions outgoing from $s$ end in an invalid state. There is a $a \in O \cup \{\delta\}$ such that $i \xrightarrow{a} i'$. But then, either $s \not\xrightarrow{a}$, which violates the output simulation condition, or $s \xrightarrow{a} s'$ where $s'$ is an invalid state. Again, by induction, the condition $(i', s'') \in R$ cannot be satisfied.

Lemma 5. Let $s$ be a state of a possibly blocking suspension automaton. If $s$ is not an invalid state then for every IOTS state $i$ holds: $i \lesssim s$ before pruning if and only if $i \lesssim s$ after pruning.

Proof. Due to previous lemma, coinductive ioco relations are not affected by the pruning, as they can never contain pairs $(j, t)$ with $t$ an invalid state.

The consequence of these results is that we can now freely use $\lesssim$ in the following proofs.

Correctness of Merger

In this section, let $s_1, \ldots, s_n$ be a fixed input to the merge operation. Most notably, assume that all $s_k$ have already been completed (Section 2.1) and thus are input enabled.

Lemma 6. Let $i$ be an IOTS state satisfying $i \lesssim s_k$ for all $k$. Then the merge $s = \bigcup_{k=1}^{n} s_k$ exists and $i \lesssim s$.

Proof. Let $R = \{(j, (t_1, \ldots, t_n)) \mid \forall k : j \lesssim t_k\}$. We show that $R$ is a coinductive ioco relation from $i$ to $s$. Clearly, $(i, s) \in R$. Let now $(j, (t_1, \ldots, t_n)) \notin R$.

Let $(t_1, \ldots, t_n) \xrightarrow{a} (t'_1, \ldots, t'_n)$. This means that $t_k \xrightarrow{a} t'_k$ for all $k$. Let now $j' \notin a$ be arbitrary. From $j \lesssim t_k$ we know that $j' \lesssim t'_k$. Therefore, $(j', (t'_1, \ldots, t'_n)) \notin R$.

Lemma 7. Let $i$ be an IOTS state satisfying $i \lesssim s$ with $s$ as above. Let $k \in \{1, \ldots, n\}$ be arbitrary. Then $i \lesssim s_k$.

Proof. Let $R = \{(j, t_k) \mid j \lesssim (t_1, \ldots, t_n)\}$. We show that $R$ is a coinductive ioco relation from $i$ to $s_k$. Clearly, $(i, s_k) \in R$. Let now $(j, t_k) \in R$.

Let $t_k \xrightarrow{a} t'_k$. Due to input enabledness and determinism, $(t_1, \ldots, t_n) \xrightarrow{a} (t'_1, \ldots, t'_n)$. Let $j' \notin a$ be arbitrary. From $j \lesssim (t_1, \ldots, t_n)$ we know that $j' \lesssim (t'_1, \ldots, t'_n)$. This means that $(j', t'_k) \in R$.

We have shown that $R$ is a coinductive ioco relation from $i$ to $s$, therefore $i \lesssim s_k$.

Correctness of Quotient

We now focus on proving the correctness of the quotient construction. In this section, let $s$ and $c$ be fixed inputs for the construction. Denote $L_s = I_s \cup O_s$ and $L_c = I_c \cup O_c$ their respective alphabets and $L_{s/c} = L_s \cup O_{s/c}$ the alphabet of the quotient. Finally, for the sake of more readable notation, we write $s/c$ instead of $(s, c)$ for pairs of states of the system specification and the known component.

The following auxiliary lemma follows straightforwardly from the definition of coinductive ioco.

Lemma 8. If $i \lesssim s$ and $i \x相当于 i'$, then $i' \lesssim s$.

We further observe the following two facts about the states of the quotient. The first is that if there exists an implementation $i \lesssim q$ then $q$ is consistent. The second is that all states of the quotient satisfy $q = \text{cl}(q)$. We call this second observation the closure of $q$ in the following proofs.

Lemma 9. Let $q$ be a state of the quotient and let $i \lesssim q$. Let $s/c \in q$ and let $j \leq c$ be arbitrary. Then $i \parallel j \lesssim q$.

Proof. Let $R = \{(i \parallel j, t) \mid i \lesssim q, t/d \in q, j \leq d\}$. We show that $R$ is a coinductive ioco relation. Let $(i \parallel j, t) \in R$.

Let $t \xrightarrow{d} t'$ for $a \in I_s$. This means that $a \in (I_s \setminus L_{s/c}) \cup (I_{s/c} \setminus L_c)$. Let further $i \parallel j \xrightarrow{d} i' \parallel j'$ be arbitrary.

- Let $a \in I_s \setminus L_{s/c}$. Then $i \xrightarrow{a} i'$ and $j \xrightarrow{a} j'$. This means that $i' \lesssim q$ (previous lemma) and $j' \lesssim d'$ such that $d \xrightarrow{a} d'$. Due to the closure of $q$, $t'/d' \in q$ and thus $(i' \parallel j', t') \in R$.

- Let $a \in I_{s/c} \setminus L_c$. Then $i \xrightarrow{a} i'$ and $j \xrightarrow{a} j'$. This means that $i' \lesssim q'$ such that $q \xrightarrow{a} q'$ and $j' \lesssim d$. Due to the definition of next$_a(q)$, $t'/d \in q'$ and thus $(i' \parallel j', t') \in R$. 

Let $i \parallel j \xrightarrow{\delta} i' \parallel j'$ for $a \in O_c \cup O_{s/c} \cup \{ \delta \}$.  

- Let $a \in O_c \setminus L_{s/c}$. Then $i \xrightarrow{a} i'$ and $j \xrightarrow{a} j'$. This means that $i' \preceq q$ and there exists $d \xrightarrow{a'} d'$ with $j' \preceq d$. If $t \xrightarrow{a} \emptyset$ then $q$ would be inconsistent; therefore, $t \xrightarrow{\delta}$ for some $t'$. Due to the closure of $(q, t'/d) \in q$ and $(i', j', t') \in R$.  

- Let $a \in O_{s/c} \setminus L_o$. Then $i \xrightarrow{a} i'$ and $j \xrightarrow{a} j'$. This means that there has to exist $q \xrightarrow{a} q'$ with $i' \preceq q'$ and $j' \preceq d$. This means that $t \xrightarrow{a}$ for some $t'$ and $t'/d' \in q'$. Thus $(i', j', t') \in R$.  

- Let $a = \delta$. Then $i \xrightarrow{\delta} i'$ and $j \xrightarrow{\delta} j'$. This means that there exists matching $q \xrightarrow{\delta} q'$ and $d \xrightarrow{\delta} d'$. Furthermore $q \xrightarrow{\delta}$ and $d \xrightarrow{\delta}$ imply $t \xrightarrow{\delta} t'$ for some $t'$ and $t'/d' \in q'$. Thus $(i', j', t') \in R$.  

We see that $(i, j, q) \in R$ and therefore $i \parallel j \leq \hat{q}$. □

Before we prove the other direction, we need an auxiliary lemma.

**Lemma 10.** Let $p$ be a suspension automaton state with $p \xrightarrow{\sigma} p'$ where $\sigma$ is a trace that does not include $\delta$ and let $i' \preceq p'$. It is possible to construct an IOT$S$ i $\preceq p$ such that $i \xrightarrow{\sigma} i'$.

**Proof.** Let $m$ be the length of $\sigma$ and let $p = p_0 \xrightarrow{\sigma(1)} p_1 \xrightarrow{\sigma(2)} \ldots \xrightarrow{\sigma(m)} p_m = p'$. We inductively construct $i_k$ for $k$ from $m$ to 0 as follows:

- $i_m = i'$,
- for $k < m$, let $i_k$ be an arbitrary implementation of $p_k$ to which we add an extra transition $i_k \xrightarrow{\sigma(k+1)} i_k+1$.

We then set $i = i_0$. It is obvious that $i$ satisfies the statement of the lemma. □

**Lemma 11.** Let $\hat{q}$ be a state of the quotient and let $i$ be an IOT$S$ state such that for all $t/d \in \hat{q}$ and all $j \preceq d$, $i \parallel j \preceq t$. Then $i \parallel j \leq \hat{q}$.  

**Proof.** Let $R = \{(i, q) \mid \forall t/d \in q, \forall j \preceq d, i \parallel j \leq t\}$. We show that $R$ is a coinductive I/O relation. Let $(i, q) \in R$.  

Let $a \xrightarrow{\sigma} q'$ for $a \in L_{s/c}$. Let further $i \xrightarrow{a} i'$ be arbitrary and take an arbitrary $t'/d' \in q'$ and $j' \preceq d'$. We need to show that $i' \parallel j' \leq t'$.  

- Let $a \in L_{s/c} \setminus L_c$. Then $t \xrightarrow{a} t'$ and $d \xrightarrow{a} d'$ for some $\sigma \in (L_c \setminus L_{s/c})^*$. Using Lemma 10, we can construct $j \preceq d$ with $j \xrightarrow{\sigma} j'$. Thus $i \parallel j \xrightarrow{\sigma} i' \parallel j'$. As $i \parallel j \preceq t$, we have $i' \parallel j' \preceq t'$. Thus $(i', j', q') \in R$.  

- Let $a \in L_{s/c} \cap O_c$. Similarly to the previous case, $t \xrightarrow{a} t'$ and $d \xrightarrow{a} d'$ for some $\sigma \in (L_c \setminus L_{s/c})^*$. Again, using Lemma 10, we have $j \preceq d$ with $j \xrightarrow{\sigma} j'$. Thus $i \parallel j \xrightarrow{\sigma} i' \parallel j'$. As $i \parallel j \preceq t$, we have $i' \parallel j' \preceq t'$. Thus $(i', j', q') \in R$.  

Let $i \xrightarrow{\delta} i'$ for some $a \in O_{s/c}$ and for all $t/d \in q$ there is $t \xrightarrow{a}$, otherwise there would be some $j$ such that $i \parallel j \not\preceq t$. This means that $q \xrightarrow{a} q'$. We then proceed as in the previous case.

Let $i \xrightarrow{\delta} i'$. Either all $t/d \in q$ satisfy $d \xrightarrow{a}$, in which case $q \xrightarrow{\emptyset}$ and clearly $(i', \emptyset) \in R$ for any $i'$. Otherwise, there is some $t \xrightarrow{\sigma}$. The proof then proceeds again similarly to the first case (with $\delta \cdot \sigma$).

We see that $(i, \hat{q}) \in R$ and therefore $i \leq \hat{q}$. □

**Correctness of Validation**  

Validation preserves implementations with respect to $\preceq$.

**Lemma 12.** For any possibly blocking suspension automaton $s$ and IOT$S$ $i$ we have

$$i \preceq s \iff i \preceq \text{valid}(s)$$

**Proof.** Preservation of implementations by pruning has been already proved above. Merging with the universal automaton obviously preserves implementations, as the universal automaton admits any implementation and merging has been proved to be correct. The only part that has to be proved is that of the $\delta$-contraction. We show that whenever $s_0 \xrightarrow{a} s_1 \xrightarrow{a} \ldots \xrightarrow{a} s_m$ and $i \preceq s_0$, then for all $i'$ such that $i \xrightarrow{\delta} i'$ and for all $k \in \{0, \ldots, m\}$ it holds that $i' \preceq s_k$.

We first note that if $i \xrightarrow{\delta} i'$ then also $i \xrightarrow{\delta} i'$, and by Lemma 8 we obtain $i' \preceq s_0$.

We then note that $i' \equiv i'$ and by repeated application of the output simulation part of Definition 7 we have $i' \preceq s_k$ for all $k$. □

**Correctness of Unhiding**  

In the following, let $I_H$ and $O_H$ be fixed. We use the short-hand notation $h(i) = \text{hide}(I_H, O_H)i$ and $unh(s)$ for $\text{unhide}(I_H, O_H)s$.

**Lemma 13.** Let $i$ be a hidden-output bounded implementation such that $i \preceq s$. Then $i \preceq unh(s)$.

**Proof.** We show that $R = \{(i, unh(s)) \mid h(i) \preceq s \cup \{(i, u), (i, \bar{u}) \mid i \text{ implementation } \} \text{ is a coinductive I/O relation. Clearly, the pairs } (i, u) \text{ and } (i, \bar{u}) \text{ satisfy the conditions of Definition } 7. \text{ Let } (i, unh(s)) \in R.$

Let $unh(s) \xrightarrow{a} u$ where $a \in I_H$. Then for all $i' \in i \text{ after } a,$ $(i', u) \in R$.  

Let $unh(s) \xrightarrow{a} unh(s')$ where $a \in I_s$. Then $s \xrightarrow{a} s'$ and thus for all $h(i') \in h(i) \text{ after } a,$ we have $h(i') \leq s'$. Thus also $(i', unh(s')) \in R$.

Let $i \xrightarrow{\delta} i'$ where $a \in O_H$. Then $unh(s) \xrightarrow{a} unh(s)$ and $h(i) \approx h(i')$. By Lemma 8, we have $h(i') \preceq s$ and thus $(i', unh(s)) \in R$.

Let $i \xrightarrow{\delta} i'$ where $a \in O_c \setminus O_H$. Then $h(i) \approx h(i')$ and due to $(i') \preceq s$, we also have $s \xrightarrow{a} s'$. Thus also $unh(s) \xrightarrow{a} unh(s')$ and $(i', unh(s')) \in R$. □

**Lemma 14.** Let $i$ be a hidden-output bounded implementation such that $i \preceq unh(s)$. Then $h(i) \preceq s$.

**Proof.** We show that $R = \{(h(i), s) \mid i \preceq unh(s)\}$ is a coinductive I/O relation. Let $(h(i), s) \in R$.

Let $s \xrightarrow{a} s'$. Then also $ unh(s) \xrightarrow{a} unh(s')$ and thus for all $i' \in i \text{ after } a,$ $i' \preceq unh(s')$. Therefore, $(h(i'), s') \in R$.

Let $h(i) \approx h(i')$. Then $i \xrightarrow{\delta} i' \xrightarrow{a} \ldots \xrightarrow{a} i_n \xrightarrow{a} i'$ where $b_k \in O_H$ for all $k$. Due to construction of unh and $i \preceq unh(s)$, we have $i_k \preceq unh(s)$ for all $k$. Due to $i_k \preceq unh(s)$, we have $unh(s) \xrightarrow{a} unh(s')$ with $i' \preceq unh(s')$. Therefore, $(h(i'), s') \in R$. □